Enhancing the Development Life Cycle to Produce Secure Software answers the questions of why software security is important, why so much software is not secure, and the risks posed to systems that contain non-secure software. Enhancing the Development Life Cycle introduces a set of principles to govern risk-aware software engineering, and provides extensive guidance for software practitioners that can help them adapt and enhance their current software life cycle practices to increase the likelihood that the software they produce will be more dependable, trustworthy, and survivable...in other words, more secure.

Benefiting from collaborative contributions and critiques by participants in the Software Assurance Forum, Enhancing the Development Life Cycle provides information intended to prepare its readers to evaluate and choose from among the growing number of secure software development methodologies, practices, and technologies best suited for adoption by their own development organizations to help reshape their life cycle processes and practices.
FOREWORD

Dependence on information technology makes software assurance a key element of business continuity, national security, and homeland security. Software vulnerabilities jeopardize intellectual property, consumer trust, business operations and services, and a broad spectrum of critical applications and infrastructure, including everything from Supervisory Control and Data Acquisition systems to commercial-off-the-shelf applications. The integrity of key assets depends upon the reliability and security of the software that enables and controls those assets. However, informed consumers have growing concerns about the scarcity of practitioners with requisite competencies to build secure software. They have concerns with suppliers’ capabilities to build and deliver secure software with requisite levels of integrity and to exercise a minimum level of responsible practice. Because software development offers opportunities to insert malicious code and to unintentionally design and build software with exploitable weaknesses, security-enhanced processes and practices—and the skilled people to perform them—are required to build software that can be trusted not to increase risk exposure.

In an era riddled with asymmetric cyber attacks, claims about system reliability, integrity and safety must also include provisions for built-in security of the enabling software.

In their Report to the President entitled Cyber Security: A Crisis of Prioritization (February 2005), the President’s Information Technology Advisory Committee (PITAC) summed up the problem of non-secure software:

Network connectivity provides “door-to-door” transportation for attackers, but vulnerabilities in the software residing in computers substantially compound the cyber security problem. As the PITAC noted in a 1999 report, the software development methods that have been the norm fail to provide the high quality, reliable, and secure software that the Information Technology infrastructure requires.

Software development is not yet a science or a rigorous discipline, and the development process by and large is not controlled to minimize the vulnerabilities that attackers exploit. Today, as with cancer, vulnerable software can be invaded and modified to cause damage to previously healthy software, and infected software can replicate itself and be carried across networks to cause damage in other systems. Like cancer, these damaging processes may be invisible to the lay person even though experts recognize that their threat is growing. And as in cancer, both preventive actions and research are critical, the former to minimize damage today and the latter to establish a foundation of knowledge and capabilities that will assist the cyber security professionals of tomorrow reduce risk and minimize damage for the long term.

Vulnerabilities in software that are introduced by mistake or poor practices are a serious problem today. In the future, the Nation may face an even more challenging problem as adversaries—both foreign and domestic—become increasingly sophisticated in their ability to insert malicious code into critical software.

Software Assurance has emerged in response to the dramatic increases in business and mission risks that are now known to be attributable to exploitable software, including:
Dependence on software components of systems despite their being the weakest link in those systems;

Size and complexity of software that obscures its intent and precludes exhaustive testing;

Outsourcing of software development and reliance on unvetted software supply chains;

Attack sophistication that eases exploitation of software weaknesses and vulnerabilities;

Reuse and interfacing of legacy software with newer applications in increasingly complex, disparate networked environments resulting in unintended consequences and the increase of vulnerable software targets.

The growing extent of the resulting risk exposure is not yet well understood. The number of threats specifically targeting software is increasing, as the majority of today’s network- and system-level attacks exploit vulnerabilities in application-level software. These factors combine to the increase of risks to software-enabled capabilities and the vulnerability of software-intensive systems to asymmetric cyber threats. Only by establishing the basis for justifiable confidence in the software that enables their core business operations can the organizations that depend on software-intensive systems trust those systems to continue performing in a dependable, trustworthy manner, even in the face of attack.

Enhancing the Development Life Cycle to Produce Secure Software joins a growing body of software assurance information resources and tools provided through the Department of Homeland Security (DHS) BuildSecurityIn Web portal (https://buildsecurityin.us-cert.gov) that are intended to assist software developers, architects, acquirers, and educators in the improvement and verification of the quality, reliability, and security of the software they produce or procure—and in establishing the justification to use that software with confidence.

Enhancing the Development Life Cycle to Produce Secure Software is intended to complement Software Security Assurance: A State-of-the-Art Report, which provides a broad overview of the current methodologies, practices, technologies, and activities engaged in by government, industry, and academia for producing secure software and verifying software's security. Enhancing the Development Life Cycle complements Software Security Assurance by describing in greater technical depth and detail the security principles and practices that software developers, testers, and integrators can adopt to achieve the twin objectives of producing more secure software-intensive systems, and verifying the security of the software they produce.

---

1 Sponsored by the DHS Software Assurance Program and collaboratively developed through contributions of the Software Assurance Forum working groups, the document is published by the Defense Technical Information Center’s Data and Analysis Center for Software (DACS) as a community resource.

Enhancing the Development Life Cycle benefited greatly from contributions and critiques by participants in the Software Assurance Forum. The Software Assurance Forum was established jointly by the DHS and Department of Defense (DoD) Software Assurance Programs to provide a venue in which relevant initiatives and organizations across the private sector, academia, and government agencies can collaborate and partner to improve the state of the art of software development and acquisition by shaping a comprehensive strategy that addresses people, processes, technologies, and acquisition practices throughout the software life cycle.

DHS established its Software Assurance Program, consistent with the National Strategy to Secure Cyberspace which included action/recommendation 2-14: “DHS will facilitate a national public-private effort to promulgate best practices and methodologies that promote integrity, security, and reliability in software code development, including processes and procedures that diminish the possibilities of erroneous code, malicious code, or trap doors that could be introduced during development.”

The co-sponsored Software Assurance Forum provides a public-private venue for stakeholders to discuss relevant issues and promote the objectives of software assurance throughout the development life cycle. The software assurance objectives are:

1. **Dependability (Correct and Predictable Execution):** Justifiable confidence can be attained that software, when executed, functions only as intended;

2. **Trustworthiness:** No exploitable vulnerabilities or malicious logic exist in the software, either intentionally or unintentionally inserted;

3. **Resilience (and Survivability):** If compromised, damage to the software will be minimized, and it will recover quickly to an acceptable level of operating capacity;

4. **Conformance:** A planned and systematic set of multi-disciplinary activities will be undertaken to ensure software processes and products conform to requirements and applicable standards and procedures.

A growing number of software and security engineers have identified and now promote principles, practices, and technologies that support these software assurance objectives. Their experiences have provided real-world evidence that software produced and vetted by such tools and practices exhibit fewer faults and weaknesses that are exploitable as vulnerabilities, while also increasing the software’s overall dependability and quality. Enhancing the Development Life Cycle describes these principles, practices, and technologies.

Recognizing that no single practice, process, or methodology offers a universal “silver bullet” for software security, the authors of Enhancing the Development Life Cycle do not set out to recommend a specific methodology. In this way, Enhancing the Development Life Cycle differs from many other works published on secure software engineering, secure programming, secure coding, application security, and similar topics.

What Enhancing the Development Life Cycle does do is present software practitioners with background in software security concepts and issues, and describes a set of frequently cited secure software principles and security-enhancing development practices. These are principles and practices that have been demonstrated in software development projects across government, industry, and academia, in the United States (U.S.) and abroad, to aid in the
production, verification, and sustainment of software that is more dependable, more trustworthy, and more resilient than software produced without the benefit of those principles and practices. The information in Enhancing the Development Life Cycle is intended to prepare its readers to evaluate and choose from among the growing number of secure software development methodologies, practices, and technologies those best suited for adoption by their own development organizations to help reshape their life cycle processes and practices.

Enhancing the Development Life Cycle is expected to contribute to the growing Software Assurance community of practice. This freely downloadable document is intended solely as a source of information and guidance, and is not a proposed standard, directive, or policy from the DoD, DHS, or any other federal government organization. This document will continue to evolve with usage and changes in practice; therefore, comments on its utility and recommendations for improvement will always be welcome and should be addressed to the DACS at swa@thedacs.com and Joe.Jarzombek@dhs.gov.

Joe Jarzombek, PMP
Director for Software Assurance
National Cyber Security Division
Department of Homeland Security

The Software Assurance Forum and Working Groups have provided collaborative venues for stakeholders to share and advance techniques and technologies relevant to software security, and they provide resources and seek ongoing feedback to improve those resources.

Software Security Assurance: A State-of-the-Art Report (SOAR) represents an output of collaborative efforts of software assurance subject matter experts in the Department of Defense (DoD) Information Assurance Technology Analysis Center and Data and Analysis Center for Software, in concert with organizations and individuals in the SwA Forum and working groups. The SOAR provides an overview of the current state of the environment in which software must operate and surveys current and emerging activities and organizations involved in promoting various aspects of software security assurance. The report also describes the variety of techniques and technologies in use in government, industry, and academia for specifying, acquiring, producing, assessing, and deploying software that can, with a justifiable degree of confidence, be said to be secure. The report also presents observations about noteworthy trends in software security assurance as a discipline. Many other SwA resources are provided by the SwA working groups.

“Software Assurance in Acquisition: Mitigating Risks to the Enterprise” was published in October 2008 through the National Defense University Press. This collaboratively developed document provides a reference for security-enhanced software acquisition and outsourcing by incorporating SwA throughout the acquisition process from the acquisition planning phase to contracting, monitoring and acceptance, and follow-on phases. For each phase, the material covers SwA concepts, recommended strategies, and acquisition management tips. It also includes recommended request for proposal and/or contract language and due diligence questionnaires that may be tailored to facilitate the contract evaluation process. A pre-production copy is freely downloadable via the DHS SwA Community Resources and Information Clearinghouse at https://buildsecurityin.us-cert.gov/swa/acqact.html

“Practical Measurement Framework for Software Assurance and Information Security” was published in October 2008 through the Practical Software and Systems Measurement Support Center. It provides an approach for measuring the effectiveness of achieving Software Assurance (SwA) goals and objectives at an organizational, program or project level. It addresses how to assess the degree of assurance provided by software, using quantitative and qualitative methodologies and techniques. This framework incorporates existing measurement methodologies and is intended to help organizations and projects integrate SwA measurement into their existing programs. The document can be free downloaded via the PSM Support Center web site under "Products" then "white papers". The link is: http://www.psmsc.com/Prod_TechPapers.asp. The link directly to the paper is: http://www.psmsc.com/Downloads/TechnologyPapers/SwA%20Measurement%2010-08-8.pdf
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1 INTRODUCTION

This section provides information on this document’s content and intended readers.

NOTE: This document is not intended to be comprehensive, nor is it intended to be the only document the reader will ever have to consult about producing secure software. It is, instead, intended to provide a roadmap to help the reader navigate and intelligently select from among the multiplicity of other resources available on the various aspects of software security and assurance.

1.1 DOCUMENT PURPOSE AND INTENDED AUDIENCE

The main purpose of Enhancing the Development Life Cycle is to arm developers, integrators, and testers with the information they need to incorporate security considerations and principles into the practices and processes they use to produce software, and thereby increase the likelihood that the resulting software will be secure. What “secure” means as it relates to software is explained in Section 2.

The intended readers for this document are “software practitioners”, who include:

1. Requirements analysts,
2. Architects and designers,
3. Programmers (also known as “coders”),
4. Software integrators,
5. Testers,
6. Maintainers,
7. Software configuration managers,
8. Security experts assigned to work with software development teams (see note),
9. Software project technical leads/managers.

NOTE: Whereas this document is intended primarily to familiarize software practitioners with security concepts, principles, and practices, the security expert can read this document to better grasp the relationship between security concepts and principles he/she already understands, how they pertain to software, and how they can be applied to software practices – both areas with which the security expert is likely to be unfamiliar.

The principles and practices identified in this document can inform the use of a variety of frameworks, models, and standards that provide the infrastructure for repeatable processes and continuous process improvement, including ISO 15288 and Capability Maturity Model Integration. To support the integration of assurance considerations in the development lifecycle, an industry working group created a draft set of assurance goals and practices that harmonize existing practices in the Motorola Secure Software Development Model (MSSDM), the System Security Engineering Capability Maturity Model (SSE-CMM), and other secure
system and software engineering models and experiences. See the Suggested Resource list below for references.

Please note that while the software project manager is listed as an intended beneficiary of the information in this document, issues of security in software project management and software process improvement at the level addressed by CMMs and similar process models both fall outside the scope of this document. There are a number of good resources for software project managers to consult in these areas. These are listed in the Suggested Resources list below.

This document assumes that the reader is already familiar with good general software development concepts, principles, and practices. To benefit fully from the content of this document, the reader should also be familiar with key information security and cyber security concepts, such as “trust”, “privilege”, “integrity”, and “availability”. See the Suggested Resources at the end of Section 3.2.1 for some helpful Information Assurance (IA) and Information System Security resources.

CAVEAT ABOUT TERMINOLOGY:
Developers, Designers, Architects

While the authors recognize that there are a number of different roles—those listed above plus others—involved in the production and sustainment of software, we have chosen in this document to frequently use the term developer as a general designator for anyone directly involved with the development of software at some point in its life cycle: this includes the requirements analyst, the architect, the designer, the programmer, the software (vs. system) integrator, and the maintainer. We can only hope that this imprecision of terminology will not confuse the reader, and that he/she will understand when, for example, within the discussion of requirements engineering we may refer to the developer rather than the (requirements) analyst. We generally refer to the tester separately, to clearly differentiate the function of evaluating software (source code or binary executable) that has already been developed from that of reviewing code as it is still being written.

Also, the authors do not attempt to make a clear distinction between the software (vs. system) architect and the software designer—either of whom may be referred to as designer or developer; this is because we feel that the two aspects of software definition tend to dovetail and blur into each other, and thus any attempt at a clear distinction would be neither accurate or helpful.
1.2 DOCUMENT STRUCTURE AND CONTENT

Enhancing the Development Life Cycle consists of nine chapters and seven appendices, each of which is described in Table 1-1 below. The table also indicates which readers (by role) will benefit most from the content of each section and subsection.

Table 1-1. Document structure and content

<table>
<thead>
<tr>
<th>Section</th>
<th>Content</th>
<th>Who will benefit most from reading?</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td><strong>Introduction: Document purpose, intended audience, structure, and content description</strong></td>
<td>All</td>
</tr>
<tr>
<td>2</td>
<td><strong>Background: Understanding the problem</strong></td>
<td>All</td>
</tr>
<tr>
<td>3</td>
<td><strong>Integrating security into the SDLC</strong></td>
<td></td>
</tr>
<tr>
<td>3.1</td>
<td>Influence on how software comes to be on its security</td>
<td>Project manager</td>
</tr>
<tr>
<td>3.2</td>
<td>General software security principles</td>
<td>All</td>
</tr>
<tr>
<td>3.2.1</td>
<td>Software assurance, information assurance, and system security</td>
<td>Project managers, Requirements analysts, Integrator</td>
</tr>
<tr>
<td>3.3</td>
<td>Secure development life cycle activities and practices</td>
<td>Project manager</td>
</tr>
<tr>
<td>3.4</td>
<td>Secure version management and change control of SDLC artifacts</td>
<td>Configuration manager</td>
</tr>
<tr>
<td>3.5</td>
<td>Security assurance cases for software</td>
<td>Project manager</td>
</tr>
<tr>
<td>3.6</td>
<td>SDLC methodologies that aid in secure software production</td>
<td>Project manager</td>
</tr>
<tr>
<td>4</td>
<td><strong>Requirements for secure software</strong></td>
<td></td>
</tr>
<tr>
<td>4.1</td>
<td>The challenge of negative and non-functional requirements</td>
<td>Requirements analyst</td>
</tr>
<tr>
<td>4.2</td>
<td>Origins of requirements for secure software</td>
<td>Requirements analyst, Project manager</td>
</tr>
<tr>
<td>4.3</td>
<td>Deriving requirements that will ensure security of software</td>
<td>Requirements analyst</td>
</tr>
<tr>
<td>4.4</td>
<td>Secure software requirements verification challenges</td>
<td>Requirements analyst</td>
</tr>
<tr>
<td>4.5</td>
<td>Requirements engineering and security modeling methodologies and tools</td>
<td>Requirements analyst</td>
</tr>
<tr>
<td>4.5.1</td>
<td>Attack modeling</td>
<td>Requirements analyst, Tester (test planning)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Section</th>
<th>Content</th>
<th>Who will benefit most from reading?</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>5</strong></td>
<td><strong>Secure design principles and practices</strong></td>
<td></td>
</tr>
<tr>
<td>5.1</td>
<td>Secure architecture considerations</td>
<td>Architect</td>
</tr>
<tr>
<td>5.2</td>
<td>Secure software design principles and practices</td>
<td>Designer</td>
</tr>
<tr>
<td>5.3</td>
<td>Modeling and risk analysis for architecture and design</td>
<td>Architect, Designer</td>
</tr>
<tr>
<td>5.4</td>
<td>Relationship of security patterns to secure software</td>
<td>Designer</td>
</tr>
<tr>
<td>5.5</td>
<td>Execution environment security constraints, protections, and services for software</td>
<td>Architect, Integrator</td>
</tr>
<tr>
<td>5.6</td>
<td>Secure architecture and design methodologies</td>
<td>Architect, Integrator</td>
</tr>
<tr>
<td><strong>6</strong></td>
<td><strong>Secure component-based software engineering</strong></td>
<td></td>
</tr>
<tr>
<td>6.1</td>
<td>Architecture and design considerations for component-based software systems</td>
<td>Architect, Designer, Integrator</td>
</tr>
<tr>
<td>6.2</td>
<td>Security issues associated with COTS and OSS components</td>
<td>Architect, Integrator</td>
</tr>
<tr>
<td>6.3</td>
<td>Security evaluation and selection of components</td>
<td>Architect, Integrator</td>
</tr>
<tr>
<td>6.4</td>
<td>Implementing secure component-based software</td>
<td>Architect, Integrator</td>
</tr>
<tr>
<td>6.4</td>
<td>Secure sustainment of component-based software</td>
<td>Integrator</td>
</tr>
<tr>
<td><strong>7</strong></td>
<td><strong>Secure coding principles and practices</strong></td>
<td>Programmer</td>
</tr>
<tr>
<td><strong>8</strong></td>
<td><strong>Risk-based software security testing</strong></td>
<td>Tester</td>
</tr>
<tr>
<td><strong>9</strong></td>
<td><strong>Secure distribution, deployment, and sustainment</strong></td>
<td></td>
</tr>
<tr>
<td>9.1</td>
<td>Preparations for secure distribution</td>
<td>Programmer, Integrator</td>
</tr>
<tr>
<td>9.2</td>
<td>Secure distribution</td>
<td>Program manager</td>
</tr>
<tr>
<td>9.3</td>
<td>Secure installation and configuration</td>
<td>Program manager</td>
</tr>
<tr>
<td>9.4</td>
<td>Secure sustainment considerations</td>
<td>Program manager, Maintainer</td>
</tr>
<tr>
<td><strong>App. A</strong></td>
<td><strong>Abbreviations, acronyms, and definitions</strong></td>
<td>All</td>
</tr>
<tr>
<td><strong>App. B</strong></td>
<td><strong>Resources and Bibliography</strong></td>
<td>All</td>
</tr>
</tbody>
</table>
### Section | Content | Who will benefit most from reading?
--- | --- | ---
**App. C** | **Software assurance concerns raised by specific technologies, methodologies, and programming languages** | 
C.1 | Security concerns associated with Web service software | All (for application software)
C.2 | Security concerns associated with embedded system software | All (for embedded software)
C.3 | Formal methods and secure software | All (for high-consequence software)
C.4 | Security benefits and concerns associated with specific programming languages | Programmers
|  | Leveraging Design by Contract™ for software security | Programmers
**App. D** | **Security checklist excerpts** | Integrators (evaluators of components)
|  |  | Testers (test planners)

At the end of many sections, the reader will find a list of resources that provide more detailed, in-depth explanatory information on the section’s topic, or that provide practical guidance on how to implement the different activities, techniques, and practices referred to in the section. All of these resources, as well as those cited in footnotes throughout this document, also appear, listed alphabetically by author (or in the case where no author’s name is know, by title), in Appendix B.

2 BACKGROUND: UNDERSTANDING THE PROBLEM

2.1 WHAT IS SECURE SOFTWARE?

Secure software is not the same as software that performs security-relevant functions. While the performance of security functions is an excellent rationale for ensuring that the software that performs them is secure, the fact that software performs security-relevant functions does not assure the software’s own secure behavior and interactions. Security functionality in a software-intensive system is critical to assuring system security, but does very little to assure software security.

A security function on which the system relies for protection will be of little value if the software that has implemented that function contains exploitable weaknesses that can be used to bypass or compromise the dependable operation of that function. By the same token, a system that cannot correctly authenticate its users, control access to its resources, or validate digital signatures when necessary will be non-secure regardless of whether the poorly implemented authentication, access control, or signature validation software contains no exploitable software vulnerabilities. Both of system-level security and software level-security must be assured for the system to be truly secure; moreover, the software that implements the system’s security components/functions for it to be possible to assure the system itself is secure.

To be considered secure, software must exhibit three properties:

1. **Dependability**: Dependable software executes predictably and operates correctly under all conditions, including hostile conditions, including when the software comes under attack or runs on a malicious host.

2. **Trustworthiness**: Trustworthy software contains few if any vulnerabilities or weaknesses that can be intentionally exploited to subvert or sabotage the software’s dependability. In addition, to be considered trustworthy, the software must contain no malicious logic that causes it to behave in a malicious manner.

3. **Survivability (also referred to as “Resilience”)**: Survivable—or resilient—software is software that is resilient enough to (1) either resist (*i.e.*, protect itself against) or tolerate (*i.e.*, continue operating dependably in spite of) most known attacks plus as many novel attacks as possible, and (2) recover as quickly as possible, and with as little damage as possible, from those attacks that it can neither resist nor tolerate.

---

3 At a system security level, these properties are equally important. However, they would probably be discussed in the terms of the need for Availability, Integrity, Quality of Protection, and Quality of Service.
The main objective of software assurance is to ensure that the processes, procedures, and products used to produce and sustain the software conform to all requirements and standards specified to govern those processes, procedures, and products.

A number of factors influence how likely software is to consistently exhibit these properties under all conditions. These include:

- **Development principles and practices**: The practices used to develop the software, and the principles that governed its development;
- **Development tools**: The programming language(s), libraries, and development tools used to design, implement, and test the software, and how they were used by the developers;
- **Acquired components**: How commercial-off-the-shelf (COTS) and open source software (OSS) components were evaluated, selected, and integrated;
- **Deployment configuration**: How the software was configured during its installation;
- **Execution environment**: The nature and configuration of the protections provided to higher-level software by its underlying and surrounding execution environment;
- **Practitioner knowledge**: The level of security awareness and knowledge of the software’s analysts, designers, developers, testers, and maintainers…or their lack thereof.

4 A software program or component may reside at the application layer, the middleware layer, or the operating system layer (including kernel, device drivers, etc.), or the firmware layer. For purposes of this document, middleware software is that software that provides services and interfaces to application-level software to provide it with support capabilities that it cannot obtain from the operating system; examples of middleware include database management systems, Web servers, public key encryption software virtual machine monitors, etc.

Regardless of the software’s level, all software has a “platform” execution environments on which it is directly hosted. This platform environment consists of the hardware platform consisting of hardware and firmware, plus any other software at the level(s) below that of the software being “hosted” in the environment. For example, operating system software has a platform environment that consists solely of hardware and firmware, except in those cases where the operating system is hosted on top of a low-level virtual machine monitor, which acts as middleware between the operating system and the hardware. For middleware-level software the platform execution environment expands to include the underlying operating system software, which provides the middleware with services and interfaces that enable it to access the file system, network interfaces, environment variables, and other middleware-level and application-level processes executing on the same physical host. For application-level software, the execution environment expands further to include middleware. Much of today’s software is “networked” or “distributed”, which means that its execution environment extends beyond its own platform, to include external network-based infrastructure services, such as certificate and identity management services, directory services, etc.
Both research and “real world” experience indicate that correcting weaknesses and vulnerabilities as early as possible in the software’s life cycle is far more cost-effective over the lifetime of the software than developing and releasing frequent patches for deployed software.

Experience has also taught that the most effective way to achieve secure software is for its development life cycle processes to rigorously conform to secure development, deployment, and sustainment principles and practices. Organizations that have adopted a secure SDLC process have found almost immediately upon doing so that they have begun finding many more vulnerabilities and weaknesses in their software early enough in the SDLC that they are able to eradicate those problems at an acceptable cost. Moreover, as such secure practices become second nature over time, these same developers start to notice that they seldom introduce such vulnerabilities and weaknesses into their software in the first place.

2.2 WHY DOES SOFTWARE ASSURANCE MATTER?

The reason software assurance matters is that so many business activities and critical functions—from national defense to banking to healthcare to telecommunications to aviation to control of hazardous materials—depend on the on the correct, predictable operation of software. It is safe to say that in today’s world, these and myriad other activities and functions would become hopelessly crippled if not completely impossible were the software-intensive systems that they rely on to fail.

This extreme reliance on software makes it a very high-value target for those who wish to exploit or sabotage such activities and functions, whether for financial gain, political or military advantage, to satisfy ideological imperatives, or out of simple malice.

It is this virtually guaranteed presence of flaws and defects that makes software such an easy target for attackers. Software flaws and defects can cause software to behave incorrectly and unpredictably, even when it is used purely as its designers intended. Moreover, a number of software flaws and defects can be intentionally exploited by attackers to subvert the way the software operates—making it untrustworthy—or to sabotage the software’s ability to operate—making it undependable.

The inherent complexity of software-intensive systems makes it extremely difficult to establish whether such systems are secure. Even when the secure behaviors and lack of vulnerabilities in individual software components can be verified, such verifications will not enable an analyst to predict whether each component’s secure behavior will continue to be exhibited when that component interacts with other components in the system, nor whether new vulnerabilities may emerge from the interactions of those components. Nor can the security of the system as a whole be extrapolated from the security of its individual components.

According to the Computer Emergency Response Team Coordination Center at CMU, most successful attacks on software result from successful exploitation of the software’s known vulnerabilities and non-secure configurations.
Software is subject to threats at various points in its life cycle, perpetrated by either insiders—individuals closely affiliated with the organization that is producing, deploying, operating, or maintaining the software, and thus trusted by that organization—or outsiders who have no affiliation-based trust relationship with the organization. These threats can occur:

- **During development** (*mainly insider threats*): A developer may corrupt the software—intentionally or unintentionally—in ways that will compromise that software’s dependability and trustworthiness when it is operational.

- **During deployment** (*mainly insider threats*): Those responsible for distributing the software may fail to tamperproof the software before shipping or uploading, or may transmit it over easily intercepted communications channels. The software’s installer may fail to “lock down” the host platform, and may configure the software insecurely. The user organization may not only fail to apply necessary patches and updates, but may fail to upgrade to newer, supported versions of the software from which the root causes of such vulnerabilities may have been eliminated.

- **During operation** (*both insider and outsider threats*): Any software system that runs on a network-connected platform will have its vulnerabilities exposed during its operation. The level of exposure will vary depending on whether the network is public or private, Internet-connected or not, and whether the software’s environment has been configured to minimize its exposure. But even in highly controlled networks and “locked down” environments, potential threats from malicious insiders (users, administrators, etc.) remain, as do potential threats from the software’s own untrustworthy behavior.

- **During sustainment** (*mainly insider threats*): Those responsible for addressing discovered vulnerabilities in released software fail to issue patches or updates in a timely manner to correct those vulnerabilities. Moreover, they fail to seek out and eliminate the root causes of the vulnerabilities to prevent their perpetuation in future releases of the software.

*NOTE: The secure development principles, practices, and methodologies discussed in this document are intended to help reduce the exposure of software to insider threats during its development process.*

### 2.3 WHICH SOFTWARE MUST ALWAYS BE SECURE?

There are types of software and critical portions of software-intensive systems for which security should always be a high priority. These include software that performs “trusted” functions and software that implements interfaces among software components, between software and network components, and between software and human users.

Software that performs “trusted” functions includes security-critical, safety-critical, and other high-consequence functions the dependability and trustworthiness of which are vital. Such functions include those that perform security policy decision-making and enforcement, protect sensitive data, avoid critical failures, perform critical calculations, measurements, and
configurations (such as targeting calculations in weapons systems, temperature monitoring and control in nuclear power plants, metering in medical life-support systems), etc.

Interfaces include remote procedure calls and programmatic interfaces between the software system’s own components, modules, and processes, and interfaces between the software and external entities including those in the execution environment, peer software that provides services to or receives services from the software system, and human and software-agent users.

NOTE: In the DoD, Intelligence Community, or Federal civilian agencies, the criticality of information system software is indicated to some extent by its Mission Assurance Category (defined in DoD Instruction 8500.2), Protection Level (defined in Director of Central Intelligence Directive [DCID] 6/3 “Protecting Sensitive Compartmented Information within Information Systems”), or Impact Levels (defined in Federal Information Processing Standard [FIPS] 199).

2.4 WHAT MAKES SOFTWARE SECURE?

The main characteristics that discriminate the developer of secure software from that of non-secure software are awareness, intention, and caution. A software professional who cares about security and acts upon that awareness will recognize that software vulnerabilities and weaknesses can originate at any point in the software’s conception or implementation: from inadequate requirements, to poor design and implementation choices, to inadvertent coding errors or configuration mistakes.

The security-aware software professional knows that the only way these problems can be avoided is through well-informed and intentional effort: requirements analysts must understand how to translate the need for software to be secure into actionable requirements, designers must recognize and choices that conflict with secure design principles, and programmers must follow secure coding practices and be cautious about avoiding coding errors, and finding and removing the bugs they were unable to avoid. Software integrators must recognize and strive to reduce the security risk associated with vulnerable components (whether custom-built, COTS, or open source), and must understand the ways in which those modules and components can be integrated to minimize the exposure of any vulnerabilities that cannot be eliminated.


The main reason for adding security practices throughout the SDLC is to establish a development process that codifies both caution and intention, so that:

1. Well-intentioned developers are more likely to capture requirements adequately, and far less likely to make poor design choices and make, or at least leave in, inadvertent coding errors as software is being developed;

2. Malicious developers will find it very difficult to surreptitiously plant exploitable vulnerabilities, weaknesses, and malicious logic into software under development;

3. The software that results from the secure SDLC process will be secure in execution, and in its interactions with external entities (users, execution environment, and other software).

The key elements of a secure SDLC process are:

1. **Security criteria in SDLC checkpoints**: Security criteria are included in each SDLC phase’s entry and exit checkpoints. The checkpoint at the exit of a phase is intended to ensure that the product(s) — or artifact(s) — of that phase (e.g., specification, architecture, design, code) is sufficient as the basis for developing the artifact(s) of the next phase. For example, the exit criteria for the requirements specification should establish that the specification is clear, detailed, and traceable enough that an architecture and design that will satisfy its requirements can, in fact, be defined with sufficient detail and completeness to ensure that software can be implemented that is functionally complete and correct, and able to consistently exhibit all other required properties including security.

For secure software, the security criteria of the phase’s exit checkpoint will collectively ensure that all security concerns for the phase’s artifact(s) have been explicitly and sufficiently addressed. In short, the evaluators of artifacts leaving a given phase should be satisfied that those products contain no unacceptable problems (e.g., inadequate or missing requirements, poor design choices, coding errors, unacceptable interfaces, etc.); such unacceptable problems include security deficiencies. The evaluations performed at exit checkpoints include peer reviews, requirements and design reviews, code reviews, security tests, and security audits.

The purpose of a phase-entry checkpoint is to adjust any findings and assumptions made during the previous phase’s exit checkpoint as needed to accommodate new knowledge or changed circumstances. For example, a security safeguard may have been included in the software’s design based on the assumption that there were commercial or open source implementations of that specified safeguard available. The discovery that such is not the case, and that the safeguard would have to be custom-developed could lead to the entry-phase evaluator instead requesting that the design be reworked to define an alternative mechanism for addressing the security concern that was supposed to be dealt with by the safeguard. Backward propagation of any such design change might also have to be made in the architecture and even the requirements
specification. Or it may be discovered during the design of a safeguard required in the specification that the safeguard raised an irreconcilable conflict between two requirements.

For example, a requirement for handling user input might have specified that unacceptable input data should be allowed into the system then “sanitized”. During the design phase, it might be discovered that an input validation mechanism that was intelligent enough to sanitize input would be likely to impose too much processing overhead. In this way, the requirement for input sanitization conflicts with the system’s performance requirements. Instead of attempting to rework the design to define a lower-overhead sanitization filter that is still capable enough to prevent admittance of malicious input (to avoid satisfying performance requirements at the expense of security requirements), it might be easier to simply change the specification to require defensive blocking of unacceptable input at its point of entry into the system rather than admitting the unacceptable input, then attempting to intelligently sanitize it.

2. **Secure software principles and practices**: All development processes and their artifacts conform to secure architecture, design, coding and integration, and testing principles and practices, such as those described in later sections of this document.

3. **Adequate requirements**: Elicitation, derivation, and specification of requirements includes adequate, complete requirements for constraints on the software’s functionality and behavior ("negative" requirements) as well as non-functional requirements pertaining to development and evaluation processes, operational constraints, etc., to ensure the software’s dependability, trustworthiness, and resilience.

4. **Adequate architecture and design**: The architecture and design are carefully reviewed to ensure that they:
   a. Reflect correct developer assumptions about all possible changes that might arise in the software’s environment, including changes in the inputs the software receives from the environment and changes in the states of environment components on which the software relies for its correct operation under normal conditions. The anticipated changes should include changes associated with likely attempts to attack and compromise the software, as well as simple anomalies in the environment’s behaviors and outputs.
   b. Reflect correct developer assumptions about all possible state changes in the software itself were its active defenses against environment changes to fail. These
assumptions should include assumptions about the software’s behavior under all possible operating conditions, not just those associated with “normal usage”, and should anticipate not only external attacks and anomalies, but also the expected results of the execution of various types of malicious logic embedded within the software itself;

c. Form an adequate basis for implementing software that will:

   i. Operate in a dependable and trustworthy manner in its intended operational environment(s);

   ii. Use only appropriate and secure interfaces to external components/services, administrator consoles, and users;

   iii. Anticipate all of the different state changes that could result from errors or failures triggered by misuse and abuse (e.g., the latter could be characterized by attack patterns that manifest as errors or anomalies in input streams);

d. Address security concerns associated with COTS and OSS components, such as determining means for preventing the inadvertent or maliciously intentional triggering of functions (dormant code) that are not expressly intended to be executed during the operation of the software system. Similarly, in open source and legacy-with-source code components, a determination of how to deal with dead code should be made, i.e., weighing the practicality of removing the unnecessary code vs. attempting to wrap or otherwise isolate/constrain it to prevent an attacker (or an anomaly) from accessing and executing it.

5. Secure coding: Includes both coding and integration of software components. Coding follows secure coding practices and adheres to secure coding standards. Static security analysis of code is performed iteratively throughout the coding process, to ensure that security issues are found and eliminated before code is released for unit testing and integration.

6. Secure software integration: Software units/modules/components are integrated with the following considerations in mind:

   a. Ensuring that all programmatic interfaces and procedure calls are inherently secure or that security mechanisms are added to secure them;

   b. Minimizing the exposure to external access of high-risk and known-vulnerable components.

Integration security testing should focus on exercising the software thoroughly enough to gain a good idea of any unanticipated non-secure behaviors or vulnerabilities that may arise due to interactions among components.
7. **Security testing:** Appropriate security-oriented reviews and tests are performed throughout the SDLC. Tests plans include scenarios include abnormal and hostile conditions among “anticipated conditions” under which the software may operate, and test criteria include those that enable the tester to determine whether the software satisfies its requirements for dependability, trustworthiness, and survivability under all anticipated conditions. The review and test regime includes a broad enough variety and combination of tests to enable the tester to determine whether the software satisfies its requirements for dependability, trustworthiness, and survivability under all anticipated conditions.

8. **Secure distribution and deployment:** Distribution and deployment follows secure practices, which include:

   a. Fully “sanitizing” the software executable(s) to remove unsafe coding constructs and embedded sensitive data, developer backdoors, etc., before transfer to download site(s) and/or distribution media;

   b. Distribution on media or via communications channels that adequately protect the software from tampering when it is en route to its purchaser or installer; this may include application of digital signatures or digital rights management mechanisms to prevent tampering or unauthorized/ unlicensed installation;

   c. Default configuration settings that are maximally restrictive, with the configuration guide sufficiently informative and detailed that it enables the installer to make informed risk-based decisions about reconfiguring the software with less-restrictive settings if necessary;

   d. Readable, accurate user, administrator, and installer documentation that clearly explains all required constraints and security features of the software.

9. **Secure sustainment:** Maintenance, vulnerability management, and patch issuance and distribution conform to secure sustainment principles and practices. Software customers are encouraged to apply patches and keep software updated, to minimize unnecessary exposure of vulnerabilities.

10. **Supportive development tools:** Development, testing, and deployment tools and platforms that enhance security of produced artifacts and support secure development practices are used throughout the SDLC.

11. **Secure configuration management systems and processes:** Secure software configuration management and version/change control of the development artifacts (source code, specifications, test results, etc.) as a countermeasure against subversion of those artifacts by malicious developers, testers, or other SDLC “insiders”;  

12. **Security-knowledgeable developers:** The security knowledge the developer needs will clarify the direct relationship between security principles and software engineering
practices. Security education and training of developers needs to go beyond simply explaining what security concepts and principles are relevant. It needs to address the practical ways in which those concepts and principles directly apply to the engineering practices by which software is conceived, implemented, and sustained. The education/training should be sufficient to enable the developer to distinguish between security-enhancing and security-threatening software practices, and to confidently and skillfully embrace the former.

13. **Secure project management and upper management commitment:** Just as software engineering practices are adapted to include considerations and activities to ensure the security of their resulting artifacts, the process and practices for oversight, monitoring, and control of the software project should be similarly security-enhanced. The suggested resources at the end of this section include resources on security-enhanced software project management.

The software organization’s upper management needs to commit to providing adequate support (in terms of resources, time, business priorities, and organizational culture changes) the adoption and consistent use of secure software processes and practices. This includes providing appropriate tools, mandating secure development standards, promoting secure SDLC practices, providing adequate resources for developer education and training, and institutionalizing management verification of and incentives for secure software practices, as well as discouragement of non-secure practices.

Organizations can insert secure development practices into their SDLC process either by adopting a codified secure software development methodology, such as those discussed in Section 3.6, or through the evolutionary security-enhancement of their current practices. Sections 3-10 of this document provide information that should help organizations identify and begin to integrate secure development practices into their current SDLC process.

---

**SUGGESTED RESOURCES**


2.5 Threats that target software

A threat to a software-intensive system is any actor, agent, circumstance, or event that has the potential to cause harm to that system or to the data or resources to which the system has or enables access. Threats can be categorized according to their intentionality: they can be unintentional, intentional but non-malicious, or malicious (intentionality is a prerequisite of maliciousness).

While threats in all three categories have the potential of compromising the security of software, only malicious threats are realized by attacks. The majority of attacks against software take advantage of, or exploit, some vulnerability or weakness in that software; for this reason, “attack” is often used interchangeably with “exploit”, though the BuildSecurityIn Attack Pattern Glossary makes a clear distinction between the two terms, with attack referring to the action against the targeted software and exploit referring to the mechanism (e.g., a technique or malicious code) by which that action is carried out.

Threats to software may be present throughout its life cycle—during its development, deployment, and operation. For software in development and deployment, most threats will be “insider” threats, e.g., the software’s developers, testers, configuration managers, and installers/administrators. The threats they pose may be unintentional, intentional but non-malicious, or malicious. Table 2-1 provides examples of threats in each category at the three main stages of the software’s life cycle.
### Table 2-1. Examples of threats to software throughout its life cycle

<table>
<thead>
<tr>
<th>Threat Category</th>
<th>Development</th>
<th>Deployment</th>
<th>Operation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Unintentional</td>
<td>Typo in source code by incautious developer changes the specified functionality of the software compiled from that source code.</td>
<td>Administrator accidentally assigns “world” write permissions to the directory in which the software will be installed.</td>
<td>User is able to enter overlong input because the HTML input form did not validate and truncate the excess characters.</td>
</tr>
<tr>
<td></td>
<td>Programmer ignorant of secure coding practices writes a C module that makes unsafe library calls.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intentional but not malicious</td>
<td>To satisfy customer’s directive to make performance the #1 priority, developer eliminates input validation functions that add performance overhead.</td>
<td>Administrator assigns “root” privileges to a software program that was implemented in such a way that it can only run as root.</td>
<td>Frustrated user repeatedly enters unusual command combinations in an effort to bypass a time-consuming pull-down menu data entry interface; Frustrated user repeatedly refreshes and resubmits the same input data to an application that was not designed to return an acknowledgement that the user’s input data had been received.</td>
</tr>
<tr>
<td></td>
<td>Programmer pressured by management to deliver source code under a tight deadline foregoes security code review.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Malicious</td>
<td>Programmer intentionally includes three exploitable flaws and a backdoor in his source code.</td>
<td>Installer leaves the application’s default password unchanged to make life easier for attacker with whom she is colluding.</td>
<td>Attacker launches a Structured Query Language (SQL) injection attack against a Web-based database application.</td>
</tr>
<tr>
<td></td>
<td>Integrator appends a logic bomb to an open source program.</td>
<td>Administrator intentionally configures the application firewall to allow inbound Uniform Resource Locators (URLs) that contain executable content.</td>
<td>Developer submits a predefined data string to a Web application that he knows will trigger execution of the logic bomb he planted in that application.</td>
</tr>
</tbody>
</table>
It has been observed that generally good software engineering intended to reduce the number and impact of unintentional and non-malicious threats to software such as honest coding errors, will coincidentally reduce the number of threat-exploitable vulnerabilities in that software to some extent—albeit usually not enough to mitigate risk to an acceptable level.

Similarly, when applied throughout the life cycle with the intention of minimizing the software’s vulnerability to malicious threats, the secure development principles and practices in this document should have the coincidental benefit of making the software less susceptible to unintentional and non-malicious threats as well.

Not all attacks directly target the software itself. Table 2-2 lists targets of “indirect attacks”, i.e., attacks on elements other than the software itself; the compromise of such elements will likely enable the sabotage or subversion of the software itself.

Table 2-2. Targets for indirect attacks

<table>
<thead>
<tr>
<th>Target</th>
<th>Attack and objective</th>
</tr>
</thead>
<tbody>
<tr>
<td>Software boundary or &quot;surface&quot;</td>
<td>Intentional triggering of an external fault (e.g., in an interface mechanism) at the software boundary (or surface) can leave the software vulnerable to direct attack.</td>
</tr>
<tr>
<td>Execution environment</td>
<td>Intentional changes of execution environment state from correct/expected to incorrect/unexpected can result in a misbehavior by the software; such a misbehavior can be exploited as a vulnerability.</td>
</tr>
<tr>
<td>Trigger for malicious code</td>
<td>Various events may trigger the execution of malicious code such as time bombs, logic bombs, and Trojan horses may be triggered. These include such innocuous events as the computer clock reaching a certain time, a particular file being opened or closed, or a certain parameter value being received.</td>
</tr>
<tr>
<td>External services</td>
<td>Most software today relies on other software services to perform functions on its behalf, such as authentication of users or validation of code signatures, or to provide defense in depth protections (e.g., application firewalls). The compromise or unintentional failure of these external services could cause the software to behave unpredictably, while a compromise or failure of external protections may leave the software vulnerable to direct attack.</td>
</tr>
<tr>
<td>Multiple target series</td>
<td>A series of exploits may target a particular combination of known vulnerabilities in one or more software components. This type of attack is particularly effective when the components are assembled in a way that emphasizes one component’s reliance on a vulnerable function of another. The vulnerabilities most likely to be targeted are in the components’ external interfaces, which provide the attacker with direct access to the vulnerabilities.</td>
</tr>
</tbody>
</table>
2.5.1 Attacks that exploit software vulnerabilities

The most common categories of attacks against software-intensive systems and their software components are described below. In most cases, tools exist that can be used by the attacker to automate these techniques.

- **Reconnaissance attacks:** Help the attacker find out more about the software and its environment, so other attacks can be crafted to be more effective; attackers are particularly interested in release and version information about the software’s and environment’s COTS and OSS components, because such information reveals whether the software/environment includes components with known vulnerabilities that can be exploited.

A specific concern is the “zero day” vulnerability, *i.e.*, the window of opportunity that is created for attackers when a vulnerability in a specific software version is discovered and exploited before the software’s supplier is able to issue a patch (let alone the delay that often occurs in the application of patches after they are issued). The less information that is readily available to zero-day attackers about the type of software being run, the less easily they can craft targeted attacks.

This said, there is clearly a balance that needs to be struck between not revealing too much information to attackers, and the need to provide certain information to enable diagnostics, patching, automated support, *etc*. There are high-risk and high-consequence systems for which direct vendor access via the network to installed software creates an unacceptable level of risk. For such systems, the acquisition language for COTS software needs to include provisions whereby the supplier agrees to accommodate alternative, offline approaches to providing support, patches, *etc*.;

- **Enabling attacks:** Make it easier to deliver other attacks. Examples of enabling attacks are buffer overflow exploits for delivering malicious code, and privilege escalation attacks;

- **Disclosure attacks:** Reveal data that shouldn’t have been seen by the attacker (compromise of confidentiality);

- **Subversion attacks:** Tamper with and corrupt the software to change the way it operates (compromise of integrity);

- **Sabotage attacks:** Cause the software to fail, or prevent it from being accessed by its intended users; also known as “denial of service” (compromise of availability);

- **Malicious code attacks:** Insert malicious logic into the software, trigger the execution of malicious code already embedded in the software, or deliver/execute malicious code in the software’s execution environment.
Attackers can tamper with many different types of input data in order to deliver malicious payloads to targeted applications. These are the types of input that should always be vetted by input validation to prevent such attack input from reaching the application; they include:

- Command line parameters,
- Environment variables,
- Universal Resource Locators (URLs) and Identifiers (URIs),
- Other filename references,
- Uploaded file content,
- Flat file imports,
- Hyper Text Transfer Protocol (HTTP) headers,
- HTTP GET parameters,
- Form fields (especially hidden fields),
- Selection lists, drop-down lists,
- Cookies,
- Java applet communications.

There are several conduits, or “attack paths”, by which an attacker may deliver spurious input or malicious code to targeted software systems. The developer needs to be aware of these so as to minimize their unnecessary exposure in the software system’s architecture and design. They include:

- **Network elements**, such as the network services and Transmission Control Protocol ports used to enable communications by or with the targeted system, or network security devices relied on to block or filter undesirable input before it reaches the system;

- **Software elements of the system itself** (application-level and middleware-level), including software services, application programmatic interfaces (APIs), remote procedure calls (RPCs), third-party software components, or embedded back doors, Trojan horses, or malicious code;

---

• **Execution environment elements**, such as vulnerabilities in the operating system, runtime system (including any runtime code interpreters), or virtual machine, interference channels, covert channels, and backdoors and rootkits.

The potential impacts of successful attacks on software-intensive systems and their components include:

• Unexpected or unauthorized software execution;

• Unauthorized access to the software, the resources it relies on, or the data it handles;

• Unauthorized changes to the software, the resources it relies on, or the data it handles;

• Denial of service (the software itself, its resources, and/or its data).

Table 2-3 provides a number of examples, derived from the NIST National Vulnerability Database (NVD),\(^9\) of real-world software security vulnerabilities discovered in 2008 and 2007. These vulnerabilities are particularly noteworthy because they all appear in software components that implement system-level security protections, including firewalls, anti-virus scanners, virtual machines, encryption mechanisms, intrusion detection systems, and others.

### Table 2-3. Real-world software vulnerabilities in system security components

<table>
<thead>
<tr>
<th>CVE Entry</th>
<th>Description</th>
<th>CVSS Severity</th>
</tr>
</thead>
<tbody>
<tr>
<td>CVE-2008-1518</td>
<td>Stack-based buffer overflow in k11.sys in Kaspersky Anti-Virus 6.0 and 7.0 and Internet Security 6.0 and 7.0 allows local users to gain privileges via an IOCTL 0x800520e8 call.</td>
<td>7.2 (HIGH)</td>
</tr>
<tr>
<td>CVE-2008-0858</td>
<td>Buffer overflow in the Visnetic anti-virus plug-in in Kerio MailServer before 6.5.0 might allow remote attackers to execute arbitrary code via unspecified vectors.</td>
<td>7.5 (HIGH)</td>
</tr>
<tr>
<td>CVE-2008-0312</td>
<td>Stack-based buffer overflow in the AutoFix Support Tool ActiveX control 2.7.0.1 in SYMADATA.DLL in multiple Symantec Norton products, including Norton 360 1.0, AntiVirus 2006 through 2008, Internet Security 2006 through 2008, and System Works 2006 through 2008, allows remote attackers to execute arbitrary code via a long argument to the GetEventLogInfo method. NOTE: some of these details are obtained from third party information.</td>
<td>9.3 (HIGH)</td>
</tr>
<tr>
<td>CVE-2007-6386</td>
<td>Stack-based buffer overflow in PccScan.dll before build 1451 in Trend Micro AntiVirus plus AntiSpyware 2008, Internet Security 2008, and Internet Security Pro 2008 allows user-assisted remote attackers to cause a denial of service (SfCtlCom.exe crash), and allows local users to gain privileges, via a malformed .zip archive with a long name, as demonstrated by a .zip file created via format string specifiers in a crafted .uue file.</td>
<td>7.2 (HIGH)</td>
</tr>
<tr>
<td>CVE-2007-4620</td>
<td>Multiple stack-based buffer overflows in Computer Associates (CA) Alert Notification Service (Alert.exe) 8.1.586.0, 8.0.450.0, and 7.1.758.0, as used in multiple CA products including Anti-Virus for the Enterprise 7.1 through r11.1 and Threat Manager for the Enterprise 8.1 and r8, allow remote authenticated users to execute arbitrary code via crafted RPC requests.</td>
<td>9.0 (HIGH)</td>
</tr>
<tr>
<td>CVE-2007-3969</td>
<td>Buffer overflow in Panda Antivirus before 20070720 allows remote attackers to execute arbitrary code via a crafted EXE file, resulting from an &quot;Integer Cast Around.&quot;</td>
<td>9.3 (HIGH)</td>
</tr>
<tr>
<td>CVE-2007-3951</td>
<td>Multiple buffer overflows in Norman Antivirus 5.90 allow remote attackers to execute arbitrary code via a crafted (1) ACE or (2) LZH file, resulting from an &quot;integer cast around.&quot;</td>
<td>7.5 (HIGH)</td>
</tr>
<tr>
<td>CVE-2008-0365</td>
<td>Multiple buffer overflows in CORE FORCE before 0.95.172 allow local users to cause a denial of service (system crash) and possibly execute arbitrary code in the kernel context via crafted arguments to (1) IOCTL functions in the Firewall module or (2) SSDT hook handler functions in the Registry module.</td>
<td>7.2 (HIGH)</td>
</tr>
<tr>
<td>CVE Entry</td>
<td>Description</td>
<td>CVSS Severity</td>
</tr>
<tr>
<td>---------------</td>
<td>-------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------</td>
<td>---------------</td>
</tr>
<tr>
<td>CVE-2007-6092</td>
<td>Buffer overflow in libsrtp in Ingate Firewall before 4.6.0 and SIParator before 4.6.0 has unknown impact and attack vectors. NOTE: it is not clear whether this issue crosses privilege boundaries.</td>
<td>10.0 (HIGH)</td>
</tr>
<tr>
<td>CVE-2007-1005</td>
<td>Heap-based buffer overflow in SW3eng.exe in the eID Engine service in CA (formerly Computer Associates) eTrust Intrusion Detection 3.0.5.57 and earlier allows remote attackers to cause a denial of service (application crash) via a long key length value to the remote administration port (9191/tcp).</td>
<td>7.8 (HIGH)</td>
</tr>
<tr>
<td>CVE-2008-2935</td>
<td>Multiple heap-based buffer overflows in the rc4 (1) encryption (aka exsltCryptoRc4EncryptFunction) and (2) decryption (aka exsltCryptoRc4DecryptFunction) functions in crypto.c in libexslt in libxslt 1.1.8 through 1.1.24 allow context-dependent attackers to execute arbitrary code via an XML file containing a long string as &quot;an argument in the XSL input.&quot;</td>
<td>7.5 (HIGH)</td>
</tr>
<tr>
<td>CVE-2008-2541</td>
<td>Multiple stack-based buffer overflows in the HTTP Gateway Service (icihttp.exe) in CA eTrust Secure Content Manager 8.0 allow remote attackers to execute arbitrary code or cause a denial of service via long FTP responses, related to (1) the file month field in a LIST command; (2) the PASV command; and (3) directories, files, and links in a LIST command.</td>
<td>10.0 (HIGH)</td>
</tr>
<tr>
<td>CVE-2005-3768</td>
<td>Buffer overflow in the Internet Key Exchange version 1 (IKEv1) implementation in Symantec Dynamic VPN Services, as used in Enterprise Firewall, Gateway Security, and Firewall /VPN Appliance products, allows remote attackers to cause a denial of service and possibly execute arbitrary code via crafted IKE packets, as demonstrated by the PROTOS ISAKMP Test Suite for IKEv1.</td>
<td>7.5 (HIGH)</td>
</tr>
<tr>
<td>CVE-2007-2454</td>
<td>Heap-based buffer overflow in the VGA device in Parallels allows local users, with root access to the guest operating system, to terminate the virtual machine and possibly execute arbitrary code in the host operating system via unspecified vectors related to bitblt operations.</td>
<td>6.8 (MEDIUM)</td>
</tr>
<tr>
<td>CVE-2007-2438</td>
<td>The sandbox for vim allows dangerous functions such as (1) writefile, (2) feedkeys, and (3) system, which might allow user-assisted attackers to execute shell commands and write files via modelines.</td>
<td>7.6 (HIGH)</td>
</tr>
<tr>
<td>CVE Entry</td>
<td>Description</td>
<td>CVSS Severity</td>
</tr>
<tr>
<td>-----------------</td>
<td>-------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------</td>
<td>---------------</td>
</tr>
<tr>
<td>CVE-2008-1736</td>
<td>Comodo Firewall Pro before 3.0 does not properly validate certain parameters to hooked System Service Descriptor Table (SSDT) functions, which allows local users to cause a denial of service (system crash) via (1) a crafted OBJECT_ATTRIBUTES structure in a call to the NtDeleteFile function, which leads to improper validation of a ZwQueryObject result; and unspecified calls to the (2) NtCreateFile and (3) NtSetThreadContext functions, different vectors than CVE-2007-0709.</td>
<td>7.2 (HIGH)</td>
</tr>
<tr>
<td>CVE-2007-4967</td>
<td>Online Armor Personal Firewall 2.0.1.215 does not properly validate certain parameters to System Service Descriptor Table (SSDT) function handlers, which allows local users to cause a denial of service (crash) and possibly gain privileges via unspecified kernel SSDT hooks for Windows Native API functions including (1) NtAllocateVirtualMemory, (2) NtConnectPort, (3) NtCreateFile, (4) NtCreateKey, (5) NtCreatePort, (6) NtDeleteFile, (7) NtDeleteValueKey, (8) NtLoadKey, (9) NtOpenFile, (10) NtOpenProcess, (11) NtOpenThread, (12) NtResumeThread, (13) NtSetContextThread, (14) NtSetValueKey, (15) NtSuspendProcess, (16) NtSuspendThread, and (17) NtTerminateThread.</td>
<td>4.4 (MEDIUM)</td>
</tr>
<tr>
<td>CVE-2006-7160</td>
<td>The Sandbox.sys driver in Outpost Firewall PRO 4.0, and possibly earlier versions, does not validate arguments to hooked SSDT functions, which allows local users to cause a denial of service (crash) via invalid arguments to the (1) NtAssignProcessToJobObject, (2) NtCreateKey, (3) NtCreateThread, (4) NtDeleteFile, (5) NtLoadDriver, (6) NtOpenProcess, (7) NtProtectVirtualMemory, (8) NtReplaceKey, (9) NtTerminateProcess, (10) NtTerminateThread, (11) NtUnloadDriver, and (12) NtWriteVirtualMemory functions.</td>
<td>4.9 (MEDIUM)</td>
</tr>
<tr>
<td>CVE-2006-5721</td>
<td>The \Device\SandBox driver in Outpost Firewall PRO 4.0 (964.582.059) allows local users to cause a denial of service (system crash) via an invalid argument to the DeviceIoControl function that triggers an invalid memory operation.</td>
<td>4.9 (MEDIUM)</td>
</tr>
</tbody>
</table>
### CVE Entry | Description | CVSS Severity
--- | --- | ---
#### Inadequate Input Validation
CVE-2008-0928 | Qemu 0.9.1 and earlier does not perform range checks for block device read or write requests, which allows guest host users with root privileges to access arbitrary memory and escape the virtual machine. | 4.7 (MEDIUM)

#### Race Conditions
CVE-2007-3970 | Race condition in ESET NOD32 Antivirus before 2.2289 allows remote attackers to execute arbitrary code via a crafted CAB file, which triggers heap corruption. | 5.0 (MEDIUM)
CVE-2007-1973 | Race condition in the Virtual DOS Machine (VDM) in the Windows Kernel in Microsoft Windows NT 4.0 allows local users to modify memory and gain privileges via the temporary \Device\PhysicalMemory section handle, a related issue to CVE-2007-1206. | 6.9 (MEDIUM)

#### Cross-Site Scripting Vulnerabilities
CVE-2008-2333 | Cross-site scripting (XSS) vulnerability in ldap_test.cgi in Barracuda Spam Firewall (BSF) before 3.5.11.025 allows remote attackers to inject arbitrary Web script or HTML via the email parameter. | 4.3 (MEDIUM)
CVE-2008-3082 | Cross-site scripting (XSS) vulnerability in UPM/English/login/login.asp in Commtouch Enterprise Anti-Spam Gateway 4 and 5 allows remote attackers to inject arbitrary Web script or HTML via the PARAMS parameter. | 4.3 (MEDIUM)
CVE-2008-1775 | Cross-site scripting (XSS) vulnerability in mindex.do in ManageEngine Firewall Analyzer 4.0.3 allows remote attackers to inject arbitrary Web script or HTML via the displayName parameter. NOTE: the provenance of this information is unknown; the details are obtained solely from third party information. | 4.3 (MEDIUM)

#### Use of Non-Secure Methods
CVE-2008-1116 | Insecure method vulnerability in the Web Scan Object ActiveX control (OL2005.dll) in Rising Antivirus Online Scanner allows remote attackers to force the download and execution of arbitrary code by setting the BaseURL property and invoking the UpdateEngine method. NOTE: some of these details are obtained from third party information. | 9.3 (HIGH)

#### (Not-so-)Simple Coding Mistakes
CVE-2007-1366 | QEMU 0.8.2 allows local users to crash a virtual machine via the divisor operand to the aam instruction, as demonstrated by "aam 0x0," which triggers a divide-by-zero error. | 4.9 (MEDIUM)
<table>
<thead>
<tr>
<th>CVE Entry</th>
<th>Description</th>
<th>CVSS Severity</th>
</tr>
</thead>
<tbody>
<tr>
<td>CVE-2008-1596</td>
<td>Trusted Execution in IBM AIX 6.1 uses an incorrect pathname argument in a call to the trustchk_block_write function, which might allow local users to modify trusted files, related to missing checks in the TSD_FILES_LOCK policy for modifications performed via hard links, a different vulnerability than CVE-2007-6680.</td>
<td>7.2 (HIGH)</td>
</tr>
<tr>
<td>CVE-2007-3849</td>
<td>Red Hat Enterprise Linux (RHEL) 5 ships the rpm for the Advanced Intrusion Detection Environment (AIDE) before 0.13.1 with a database that lacks checksum information, which allows context-dependent attackers to bypass file integrity checks and modify certain files.</td>
<td>CVSS Severity: 1.9 (LOW)</td>
</tr>
<tr>
<td>CVE-2006-1117</td>
<td>nCipher firmware before V10, as used by (1) nShield, (2) nForce, (3) netHSM, (4) payShield, (5) SecureDB, (6) DSE200 Document Sealing Engine, (7) Time Source Master Clock (TSMC), and possibly other products, contains certain options that were only intended for testing and not production, which might allow remote attackers to obtain information about encryption keys and crack those keys with less effort than brute force.</td>
<td>CVSS Severity: 2.6 (LOW)</td>
</tr>
</tbody>
</table>

**SOURCE:** National Vulnerability Database

---

**SUGGESTED RESOURCES**

- *Software Assurance* Common Body of Knowledge (CBK),\(^\text{10}\) Sections 2.4-2.7.

---

2.5.2 Causes of weaknesses and vulnerabilities

The main reasons that security weaknesses and vulnerabilities are introduced into software by its developers include:

1. **Malicious developers, integrators, testers**: Specifying, designing, implementing, and testing the software so that weaknesses, vulnerabilities, and/or malicious logic are intentionally included and/or allowed to remain in the software when it is distributed/deployed. The problem of malicious software practitioners holds true throughout all the SDLC phases discussed below;

2. **Software practitioner ignorance or negligence**: Failure of developers, integrators, testers, configuration managers, etc., who fail to take advantage of opportunities to learn how to recognize and analyze the security implications of their SDLC choices, assumptions, and practices, to correct the choices that are deterrents to secure software production, and to identify and use tools to support their secure SDLC practices is both irresponsible and unprofessional. So is failure by the development organization to actively provide such opportunities.

Such knowledge will not only improve the developers’ secure software engineering skills, it will enable them to appreciate that the secure software engineering, which on first superficial glance may seem inconvenient and time-consuming, actually makes it easier for them to produce specifications, designs, and code that are better overall, to avoid many integration problems, to get their software through testing more smoothly, and to increase its ease of maintenance—all this in addition to increasing its dependability, trustworthiness, and survivability. The problem of inadequately prepared software practitioners affects all of the SDLC phases discussed below;

3. **Failure to place real value on security**: This goes hand in hand with knowledge, because understanding what’s at stake is a key motivator for caring about preventing security problems in the first place. A software organizational culture that values security as much as it values productivity, quality, etc., is more likely to produce secure software than one that sees security as an afterthought or merely a matter of regulatory conformance. This cultural mind shift must extend to the people actually responsible for conceiving, producing, and sustaining the software. This is another problem that affects the entire SDLC;

4. **Inadequate tools**: Use of tools and programming languages that discourage (or at best, do not encourage) secure development practices. This problem pervades all of the SDLC phases discussed below;

5. **Requirements problems**:
   - Specification of incorrect, incomplete, or spurious requirements;
   - Failure to specify requirements for constraining unsafe behaviors;
• Failure to specify requirements for safe behaviors;

• Specification of requirements based on inaccurate or incomplete risk assessments or attack models;

• Inappropriate consideration of business risks (e.g., address cost, schedule, other project constraints) in what are intended to be security-driven trade-off choices;

6. Architecture and design problems:

• Non-secure choices in the architecture and design of the software;

• Failure to design according to secure design principles;

• Failure to include security criteria in the design review;

7. Component assembly/integration problems:

   a. Incorrect or ineffective use of environment-level and other extra-component security protections and services;

   b. Establishment of inappropriate trust relationships among components, or between components and human users;

   c. Acceptance of COTS and OSS components that contain known vulnerabilities or embedded malicious logic;

8. Implementation problems:

• Failure to program according to secure coding principles and practices;

• Sloppy coding that introduces bugs into the code;

9. Testing problems:

• Failure to include security test cases and criteria in the software’s test plan;

• Failure to perform security tests sufficient to establish software’s satisfaction of security test criteria;

• Lack of automated tools to increase efficiency and accuracy of security testing;

• Incorrect interpretation of security test results;

• Failure to eliminate or mitigate weaknesses, vulnerabilities, and malicious logic discovered during testing;

• Lack of a test environment that is similar enough to the target operational environment to ensure meaningful security test results;
10. Distribution and deployment problems:

- Failure to remove residual backdoors, embedded sensitive data, *etc.*, before handing off executables for distribution and deployment;
- Failure to define and implement adequately restrictive default configurations for the software and its environment;
- Failure to produce clear, accurate installer, administrator, and user documentation;
- Inclusion of security vulnerabilities and other evidence of non-secure coding practices in sample code delivered with the software documentation;
- Failure to encourage customers to abandon non-supported old versions and upgrade to newer, supported versions of the software as they become available;

11. Sustainment problems:

- Failure to issue patches for custom software to address vulnerabilities discovered post-release;
- Failure to perform security impact analyses before issuing patches and other changes to the software during its sustainment;
- Failure to perform security impact analyses on supplier patches/updates to the software’s COTS and OSS components;
- Failure to perform root-cause analyses of problems that arise during the software’s operation. (NOTE: In the software safety community, such root-cause analyses ensure that safety-related problems are identified and fixed so they cannot happen again. The same should be done for security problems.)

Inadequacies on software project management are another significant source of security problems for the software produced or maintained by those projects. As noted in Section 1.1, software project management security falls outside of the scope of this document.

Various vulnerability databases, taxonomies, and listings online and in print (several of which are identified in *Software Security Assurance*) enumerate and describe vulnerabilities commonly found in popular execution environment and application components (*e.g.*, operating systems, Web servers); most notable among these is The MITRE Corporation’s Common Weakness Enumeration (CWE).\textsuperscript{11}

Such vulnerability information resources should be of particular interest to developers of component-based software systems as a basis for vulnerability modeling, and for establishing criteria for security evaluation of third-party components and popular/standard technologies; in the latter case “absence of known vulnerabilities” could be an important evaluation criterion.

2.5.2.1 Does vulnerability avoidance equate to security?

When examined by a reviewer or tester, vulnerabilities often appear identical with other “benign” flaws and defects. The characteristics that distinguish them as vulnerabilities are:

1. Their ability to be exploited in a way that prevents (temporarily or permanently) the software’s dependable, trustworthy operation;

2. Their exposure to external access by an attacker.

Recognizing and eliminating or mitigating vulnerabilities in software—and doing so as early in the SDLC as possible—has long been considered the cornerstone of secure software development, and it is important that the software developer be able to recognize the potential of certain design flaws and coding errors (“bugs”) to be exploited by an attacker, or to themselves cause execution failures that could leave the software vulnerable.

In particular, it is critical that the developer develop an awareness of known vulnerabilities in the COTS and OSS components and technologies that he/she hopes to use in building the software system, and that he/she avoid using components/technologies that contain known vulnerabilities—or, at least, if there are no better alternatives, implement an effective vulnerability mitigation strategy to minimize the potential for those vulnerable components/technologies to be accessed and their vulnerabilities exploited.

There is a limit, however, to how much “vulnerability avoidance” alone actually contributes to the production of secure software. For one thing, the ability to determine the exploitability of a particular design flaw or coding error is an inexact science at best. Moreover, even if it were possible to accurately flag certain flaws and bugs as vulnerabilities, 100% vulnerability avoidance would still be unachievable, because any attempt to eliminate exploitable flaws and bugs would necessarily address only those that were already recognized as being exploitable. It would not address the multitude of flaws, bugs, features, coding constructs, etc., that no-one has yet tried to exploit…which does not mean that someone won’t try to exploit them in future. It is a truism that new, unanticipated threats will continue to emerge faster than anyone’s ability to identify, locate, and mitigate the flaws and bugs that might be targeted and exploited by those threats.

It would appear, then, that the only hope lies in considering all design flaws and coding errors as potentially exploitable, and in striving to produce software that is 100% free of all flaws and bugs. Unfortunately, this is even less realistic than attempting to eliminate only the exploitable subset of flaws and bugs. Apart from of a very, very few small safety-critical systems and embedded systems, statistically error-free software has never been achieved.
Obviously, vulnerability avoidance, while an admirable goal, should not be the sole objective in the attempt to produce secure software. A second objective, both more realistic and more achievable, is to produce software that is able to resist most anticipated attacks, to tolerate the majority of attacks it cannot resist, and to quickly and with minimal damage recover from the very few attacks it can neither resist nor tolerate. This requires both developer and tester to learn to recognize not only straightforward attack patterns, but also the subtle, complex attack patterns that are intended to trigger sequences of interactions among combinations of components or processes that the developer never intended to interact.

A third objective for the developer of secure software is ensuring that the software itself is both dependable in its execution and trustworthy in its behavior.

To be secure software must attain not just one or two but all three of these objectives; focusing on any one objective, such as vulnerability avoidance, to the exclusion of the others will not result in software that is secure.

Fortunately, the security principles and practices described (and the many resources referenced) in this document will go a long way to helping developers produce software that:

1. Is likely to contain far fewer exploitable and non-exploitable flaws and errors than most software;

2. Can resist, tolerate, and recover from attacks that exploit any residual vulnerabilities the developer has not managed to avoid.

### Suggested Resources

- **Software Security Assurance,** Sections 3.1, 3.1.1, and Appendix C.

## 2.6 Security Training, Education, and Professional Certification for Software Practitioners

Requirements analysts, architects, designers, programmers, integrators, and testers must all be motivated to accept responsibility for the security of the software they are involved in producing or maintaining, and rewarded when they do so. Part of this motivation should take the form of security training sufficient to prepare them to model attacks, recognize vulnerabilities that make software susceptible to compromise by those attacks and architecture and design weaknesses that expose those vulnerabilities, and to specify, design, and implement software that will not be unacceptably vulnerable.

Fortunately, the amount of professional training available to teach software practitioners how to produce software that is dependable, trustworthy, and survivable (i.e., secure) is steadily growing. So is the inclusion of software security and assurance concepts and techniques in academic computer science and information systems curricula.

Moreover, several organizations have established professional certification programs for software developers that provide evidence of the developer’s knowledge of and expertise in the development of secure software.

The following is a list of professional certifications available in the realm of secure software development.


In addition to these, ISC(2), the organization that sponsors the Certified Information Systems Security Professional (CISSP) certification, is in the process of developing a broader software assurance certification that will be comparable to the CISSP in technical depth and scope.
SUGGESTED RESOURCES


- Software Security Assurance, Section 7.2.
3 INTEGRATING SECURITY INTO THE SDLC

“Security enhancement” of the software development life cycle (SDLC) process mainly involves the adaptation or augmentation of existing SDLC activities, practices, and checkpoints, and in a few instances, it may also entail the addition of new activities/practices/checkpoints not currently included in the SDLC process. In a very few instances, it may also require the elimination or wholesale replacement of certain activities or practices that are known to obstruct the ability to produce secure software.

Creating a secure development community using collaboration technologies and a well integrated development environment promotes a continues process of improvement and a focus on secure development life cycle principles and practices that will result in the production of more dependable, trustworthy, and resilient software-based systems.

The rest of this section is devoted to describing the life cycle activities and practices that need to be “security-enhanced” to contribute to the production of secure software.

NOTE: The SDLC process and constituent phases implied in this discussion are notional only. Neither they, nor the order and linearity with which they are presented should be interpreted as prescriptive or as constituting a particular SDLC process model or methodology. The authors recognize that different methodologies and process models assign different names to these phases. Some omit some of the phases, while others include additional phases.

This said, the authors feel that virtually every software practitioner will understand what we intend by the phases we have designated requirements, architecture and design, implementation, testing, distribution and deployment, and sustainment, and will recognize the activities, practices, and checkpoints commonly included in those phases, whether or not they are called something else, or excluded from the particular methodology/process model used on the reader’s software projects.

SUGGESTED RESOURCES


3.1 Influence of How Software Comes to Be on Its Security

Software comes into existence in one of four different ways:

1. **Acquisition**: Acquisition refers to purchase, licensing, or leasing of non-developmental software packages and components produced by entities other than the acquirer. Such non-developmental software may be used “as is,” or may be integrated or reengineered by the acquirer (or by a third party under contract to the acquirer). Non-developmental software includes shrink-wrapped COTS, GOTS (Government-off-the-Shelf), and Modified-off-the-Shelf software packages, and OSS, shareware, and freeware components. For purposes of this document, obtaining and reusing legacy components is also considered “acquisition” of non-developmental software, even though it does not involve acquisition as defined by the Federal Acquisition Regulation and Defense FAR Supplement.

2. **Integration or assembly**: If software items must be combined to achieve the desired functionality of the system, that system comes into existence through integration or through assembly. The software items to be combined may be non-developmental or custom, or a combination of the two. In some cases, integration may entail custom-development of code to implement interfaces between software items. In other cases, non-developmental items may need to be modified or extended through reengineering (see below). If the software items to be combined are components (i.e., self-contained with standard interfaces), the integration process is referred to as component assembly.

3. **Custom development**: Custom-developed software is purpose-built for the specific system in which it will be used. It is written by the same organization that will use it, or by another organization under contractor to the user organization. Very few large information systems are completely custom-developed; most are the result of integration and include at least some non-developmental components.

4. **Reengineering**: Existing software is modified so that one or more of its components can be modified/extended, replaced, or eliminated.

Each of the above approaches to software conception (specification through design) and implementation (coding and integration) has its own advantages and disadvantages with regards not only to the software’s cost, support, and functional effectiveness, but to the ability to mitigate security risk associated with the software.

---

13 The term “acquisition” in the context of this specific discussion focuses on how software comes into existence within a given organization or system. For this reason, it does not include acquisition of contractor development services. However, contractors may be responsible for the integration, assembly, custom development, and/or reengineering of software.
The less an organization responsible for generating a final software product is able to establish visibility into all of that product’s components, and the less control it has over the how those components are conceived and implemented, the more risk it must assume. The higher the risk, the more ingenious the organization must be about how to mitigate it, because less visibility and control over the components of a software product necessarily means that fewer options are available to mitigate that risk.

### 3.2 General Software Security Principles

The following principles apply to secure software generally, and should guide the decisions made in producing artifacts at every phase of the software life cycle:

- **Minimize the number of high-consequence targets.** The software should contain as few high-consequence targets (critical and trusted components) as possible. High-consequence targets are those that represent the greatest potential loss if the software is compromised, and therefore require the most protection from attack. Critical and trusted components are high-consequence because of the magnitude of impact if they are compromised. *(This principle contributes to trustworthiness and, by its implied contribution to smallness and simplicity, also to dependability.)*

- **Don’t expose vulnerable and high-consequence components.** The critical and trusted components the software contains should not be exposed to attack. In addition, known-vulnerable components should also be protected from exposure because they can be compromised with little attacker expertise or expenditure of effort and resources. *(This principle contributes to trustworthiness.)*

- **Deny attackers the means to compromise.** The software should not provide the attacker with the means by which to compromise it. Such “means” include exploitable weaknesses and vulnerabilities, dormant code, backdoors, etc. Also provide the ability to minimize damage, recover, and reconstitute the software as quickly as possible following a compromising (or potentially compromising) event to prevent greater compromise. In practical terms, this will require building in the means to monitor, record, and react to how the software behaves and what inputs it receives. *(This principle contributes to dependability, trustworthiness, and resilience.)*

- **Always assume “the impossible” will happen.** Events that seem to be impossible rarely are. They are often based on an expectation that something in a particular environment is highly unlikely to exist or to happen. If environment changes or the software is installed in a new environment, those events may become quite likely. The use cases and scenarios defined for the software should take the broadest possible view of what is possible.

The software should be designed to guard against both likely and unlikely events. Developers should make an effort to recognize assumptions they are not initially conscious of having made, and should determine the extent to which the “impossibilities” associated with those assumptions can be handled by the software. Specifically, developers should always assume that their software will be attacked, regardless of what environment it may
operate in. This includes acknowledgement that environment-level security measures such as access controls and firewalls, being composed mainly of software themselves (and thus equally likely to harbor vulnerabilities and weaknesses), can and will be breached at some point, and so cannot be relied on as the sole means of protecting software from attack. Developers who recognize the constant potential for their software to be attacked will be motivated to program defensively, so that software will operate dependably not only under “normal” conditions, but under anomalous and hostile conditions as well. Related to this principle are two additional principles about developer assumptions:

1. **Never make blind assumptions.** Validate every assumption made by the software or about the software before acting upon that assumption.

2. **Security software is not the same as secure software.** Just because software performs information security-related functions does not mean the software itself is secure. Software that performs security functions is just as likely to contain flaws and bugs as other software. However, because security functions are high-consequence, the compromise or intentional failure of such software has a significantly higher potential impact than the compromise/failure of other software.


### 3.2.1 Software assurance, information assurance, and system security

This sub-section provides the reader with the background necessary to identify the different requirements of software assurance on the one hand and information assurance and information system security on the other.

Software assurance and information system assurance are inherently related. As software is an integral part of a information systems, the security of the software itself is critical to assuring the security of the system. However, the view of security for information systems virtually always focuses on how the information processed by those systems is adequately protected, with little or no consideration given to whether the mechanisms and safeguards relied upon to provide that protection are in and of themselves dependable, trustworthy, and survivable. Security principles at the system level, and the mechanisms that are implemented according to those principles, have become increasingly robust over time, so much so that the attackers who wish to compromise information systems are now switching their attention to that level of the system that remains rich with exploitable vulnerabilities: the software.
So, while software security and system security can be said to be inherently related and mutually supportive—many of the principles discussed in the context of one are equally relevant for the other—the actual implementation and verification of those principles differs, often significantly, at the software level vs. the system level. For example, software security relies heavily on the absence of exploitable defects in the source code and the non-exposure of defects in the binary executable. By contrast, system security relies heavily on safeguards and countermeasures, such as cryptography, access controls, and enforcement of security boundaries.

It is important to understand that without assuring the security of the software that implements the vast majority of system-level safeguards and countermeasures, it will not be possible to truly assure the effectiveness of those safeguards and countermeasures. For an illustration of this reality, refer back to Table 2-3, which includes numerous examples of real-world software security vulnerabilities—many of which are considered to have high severity—found in system security components such as antivirus and firewalls.

As noted above, the main goal of information system security is to protect the information processed by the information system from unauthorized disclosure (breach of confidentiality), unauthorized modification (breach of integrity), or unauthorized denial of service (breach of availability). The reason IT, and specifically information systems, must be protected are because it is the technology/system that provides the conduit by which people access, manipulate, and transport information.

From the point of view of an information system’s security model, information exists in the form of computer data, which is considered an object. That is, data is something passive that gets acted upon by a subject, which is something active. A subject can be a human user or a software, firmware, or hardware process acting independently or on a human user’s behalf. At any given time, a data object is in one of in four different states:

- **At rest**, *i.e.*, stored on a computer hard drive or other digital medium, from which it may be read by a subject;

- **In transit**, *i.e.*, moving from one physical location to another, most often over a network, via a transmission mechanism such as an email message or file transfer;

- **In creation**, *i.e.*, being written to a digital medium for the first time;

- **In transition**, *i.e.*, being overwritten (modified) on or removed (deleted) from the digital medium on which it has been stored.

Information security policy is concerned, in large part, with defining the set of rules by which system subjects are allowed to change the states of data objects in the system. In practical

---

14 Not to be confused with an “object” in object-oriented terms.
terms, this means defining for every system subject whether, and if so how, it may store, transmit, create, modify, or delete a given data object (or type of data object).

To the extent that the information system allows or prevents that access and manipulation, or performs it on behalf of another actor, the system can be seen as playing the role of “information protector”, with its actions governed by the information security policy. To do this effectively, the system must also have a governing policy that defines how the system itself is allowed and not allowed to be accessed and operated as a conduit to the information, and which also defines the ways in which the security mechanisms and countermeasures built into the system must be configured and operate to accomplish the system’s role as information protector.

There are three main objectives common to all system security policies and the mechanisms and countermeasures used to enforce those policies:

1. They must allow authorized access and connections to the system while preventing unauthorized access or connections, especially by unknown or suspicious actors;

2. They must enable allowable reading, modification, destruction, and deletion of data while preventing unauthorized reading (data leakage), modification (data tampering), destruction (denial of service), or deletion (denial of service);

3. They must block the entry of content (user input, executable code, system commands, etc.) suspected of containing attack patterns or malicious logic that could threaten the system’s ability to operate according to its security policy and its ability to protect the information.

In summary, information system security is primarily about protecting information. Any concern about protecting the system is expressed solely in terms of the system’s relationship to and responsibility for protecting that information.

Information system security is achieved mainly through use of a combination of security mechanisms and countermeasures at the network, operating system, middleware, and application layers. Such mechanisms and countermeasures may be preventive or reactive. Preventive measures are intended allow acceptable information access and manipulation to occur while preventing unacceptable access and manipulation. Reactive measures are intended to minimize and recover from the damage that results from the inability to prevent. Preventive measures may include:

- Network-level and data-level encryption;
- Digital signature;
- Firewalls, proxy filters, and security gateways;
- Honeypots, honeynets, and honeybots;
- Intrusion detection and prevention systems;
- Virus scanners and spyware detectors;
- Network traffic monitoring and trend analysis;
- Identification, authentication, and authorization of users;
- Access control of data and resources;
- User activity logging/auditing and non-repudiation measures;
- Mobile code containment;
- Platform virtualization (hardware or software).

Reactive measures may include:

1. Malicious code containment and eradication;
2. Component-level redundancy that allows for automatic switchover from a compromised to a non-compromised version of the redundant component;
3. Patching of vulnerabilities.

Unlike data, software is both an object and a subject, or actor. The executable files containing the software code and stored in the file system are objects, with the same four possible states, making it possible to use many of the same data security mechanisms to protect those files. Executing software, however, is an active entity analogous to a human user in terms of the ability to access and manipulate (and disclose, subvert, or sabotage) data, including other software files.

Software as an actor has a very large number of possible states. It also as an access mode that data does not: execution. Note that “executable data” and “active content” are really misnomers for what is, in fact, data in which executable logic – or software – has been embedded. It is only the embedded software portion of active content or executable data that has the potential to become, through its execution, an active subject, or actor. The rest is just data (and thus a passive object).

The fact that software in execution is an actor changes the relationship of that software to data: rather than being data itself, the software becomes an actor upon data. As such, the software must be seen as a potential threat to the data. But because it is also responsible for acting as a conduit to the data, and a manipulator and protector of the data, it is particularly important that the software’s operations be dependable, trustworthy, and resilient.

These requirements for software-as-actor are what software assurance is concerned with. These requirements have no direct analogy in information and IT security (though there are similarities in the emerging discipline of Information Integrity Assurance, in which the validity and trustworthiness of the actual semantics/meaning of information’s content are what is assured, not just the information’s physical/structural integrity, which is what traditional information assurance has meant by “integrity”). Traditionally, practitioners of IT
security and information system security seldom if ever considered the potential for the technology/system itself to act in an untrustworthy manner.

Because of its schizophrenic nature – it is both object and subject – software is made vulnerable not only in its passive state as a set of files, but also in its active state as an executing actor. The vulnerabilities in executing software originate in the poor judgment and mistakes of its developers – the decisions they make about how it is designed, and the errors they introduce as it is implemented.

To a great extent, software assurance focuses on how software behaves in response to its own state changes, which are triggered by external inputs or stimuli or internal triggers, such as the execution of a code segment. Because such states can be triggered by internal events, information system security approaches, which focus on how the system interacts with external entities, are insufficient to correct or mitigate software security problems, which usually originate with flaws, bugs, and weaknesses built into the software itself. This is why the main objective of software assurance is to avoid including such flaws, bugs, and weaknesses in software.

For software developers and testers concerned about software assurance to work effectively with their system engineers concerned about information assurance, they need to:

1. Recognize the subtle differences in how terms shared by the two disciplines need to be interpreted when they refer to “information” and “software-as-object” vs. “software-as-actor”;

2. Help system engineers understand the software assurance counterparts to terms unique to information assurance.

NIST FIPS 200\textsuperscript{15} identifies core security properties for information systems. These same properties can also interpreted as applying to software in the following ways:

1. **Availability:** The software must be operational and accessible to its intended, authorized users (humans and processes) whenever they need it to be;

2. **Integrity:** At all points in the software’s life cycle, the software must be protected from unauthorized modifications (corruption, tampering, overwriting, insertion of unintended logic, destruction, or deletion) by valid entities (persons or processes) and from all modifications by invalid, unauthorized entities;

3. **Confidentiality:** Details of the nature of the operational software – its configuration settings, its logic, its interfaces, and in some cases its very existence must not be

disclosed to entities not explicitly authorized to know those details. In practical terms, this means the software must be protected from both reconnaissance attacks and reverse engineering. In addition, all software artifacts (specification, source code, binary code, test plans and reports, etc.) must be protected from unauthorized disclosure.

Two properties associated with the relationship between an information system and its human users and administrators can also be extended to software-as-actor when it interacts with an external entity. For example, a Web service that interacts with another Web service or portal, an autonomous agent interacting with other autonomous agents, a client interacting with a server, or a peer process interacting with another peer process. In short, these properties apply to “software-as-user”:

4. **Accountability**: All security-relevant actions of the software-as-user must be recorded and tracked, with enough information collected to enable attribution of responsibility for those actions. This tracking must be possible both while and after the recorded actions occur;

5. **Non-repudiation**: The software-as-user must not be able to plausibly deny or disprove having performed any action.

For many, the basis for defining system security requirements is the Common Criteria (in the U.S. government, the main basis for such requirements is the governing information assurance and/or information system security standards, directives, etc., to which the government entity is required, by mandate, to conform. For DoD, this is DoD Directive 8500.52. For other federal agencies (outside the Intelligence Community), it is the Federal Information Processing Standards and NIST Special Publications that delineate the system security requirements that will enable systems to satisfy the requirements of the 2002 Federal Information Security Management Act (FISMA). Many non-U.S. government and private sector entities have similar mandates.

What the Common Criteria and these and other information assurance/information system security mandates share in common is that none of them provide explicit guidance on how to address software security aspects of an information system. However, since an Evaluation Assurance Level (EAL) in the Common Criteria captures a specific set of security assurance requirements, it is possible to deduce some general properties that software must exhibit to attain the three highest possible EALs:

- **EAL 5**: The system must be semi-formally designed and tested. This property should also apply to the software design.
- **EAL 6**: Same as EAL 5, plus the design must be semi-formally verified. As above, this property should also apply to the software design.
- EAL 7: Same as EAL 6, plus the design must be formally verified and formally tested. As above, this property should also apply to the software design.

The suggested resources below include several good introductions to information security and IT security concepts.

16 See Section 3.6.3 for a discussion of the use of formal methods in secure software development.
SUGGESTED RESOURCES

- *Software Security Assurance*, Sections 4 and 5.


### 3.3 Secure Development Life Cycle Activities and Practices

The activities, practices, and checkpoints listed in Table 3-1 pertain to individual SDLC phases, and are elaborated upon in Sections 4-9 of this document.

**Table 3-1. Activities, practices, and checkpoints to be added to SDLC phases**

<table>
<thead>
<tr>
<th>Phase</th>
<th>Responsible role(s)*</th>
<th>Current Activities</th>
<th>Additional/Enhanced Activities for Secure Software</th>
<th>Section 2.5.2 issues addressed by added/enhanced activities</th>
</tr>
</thead>
<tbody>
<tr>
<td>Whole SDLC</td>
<td>Configuration manager</td>
<td>Version control, change control</td>
<td>Secure CM practices Secure CM tools</td>
<td>Malicious developers, integrators, testers</td>
</tr>
<tr>
<td>Requirements</td>
<td>Requirements analyst</td>
<td>Use Case development</td>
<td>Security use case development Misuse Case and Abuse Case development</td>
<td>Requirements based on inaccurate/incomplete risk assessments/attack models</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Requirements modeling</td>
<td>Attack Modeling (also referred to as Threat Modeling)</td>
<td>Requirements based on inaccurate/incomplete risk assessments/attack models</td>
</tr>
<tr>
<td>Functional requirements specification</td>
<td></td>
<td>Specification of requirements for constraints on functionality, with mapping to associated functional requirements (e.g., “All mobile code must be digitally signed. The code signature must be validated before the mobile code is executed. If the code signature cannot be validated, the code must not be executed.”) Specification of requirements for additional software security functions (e.g., for code signature validation, input validation, etc.) Specification of non-functional requirements to ensure the security of software (e.g., specification of how the software should be built, e.g., through use of formal methods, secure coding standards, etc.)</td>
<td>Lack of requirements for safe behaviors Lack of requirements for constraining unsafe behaviors</td>
<td></td>
</tr>
<tr>
<td>Test case definition</td>
<td></td>
<td>Definition of additional test cases for verifying software security</td>
<td></td>
<td>Lack of security test cases in test plan</td>
</tr>
<tr>
<td>Phase</td>
<td>Responsible role(s)*</td>
<td>Current Activities</td>
<td>Additional/Enhanced Activities for Secure Software</td>
<td>Section 2.5.2 issues addressed by added/enhanced activities</td>
</tr>
<tr>
<td>-------------------------------------------</td>
<td>----------------------</td>
<td>---------------------------------------------------------</td>
<td>----------------------------------------------------------------------------------------------------------------------</td>
<td>-------------------------------------------------------------------------------------------------------------------------------</td>
</tr>
<tr>
<td>Architecture &amp; Design</td>
<td>Architect and Designer</td>
<td>Architecture and design reviews</td>
<td>Definition and selection of secure coding standards, secure programming languages, and secure development tools</td>
<td>Inadequate tools and languages</td>
</tr>
<tr>
<td>Component assembly/integration</td>
<td>Integrator</td>
<td>Architecture-level trade-off analyses</td>
<td>Security considerations in trade-off analyses</td>
<td>Non-secure choices in architecture</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Incorrect/ineffective use of extra-component security protections/services</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Inappropriate component-component and component-user trust relationships</td>
</tr>
<tr>
<td></td>
<td>Component selection</td>
<td>Security criteria in component evaluation</td>
<td></td>
<td>Acceptance of vulnerable or malicious COTS/OSS components</td>
</tr>
<tr>
<td></td>
<td>Integration testing</td>
<td>Security criteria in integration testing</td>
<td></td>
<td>Incorrect/ineffective use of extra-component security protections/services</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Inappropriate component-component and component-user trust relationships</td>
</tr>
<tr>
<td>Phase</td>
<td>Responsible role(s)*</td>
<td>Current Activities</td>
<td>Additional/Enhanced Activities for Secure Software</td>
<td>Section 2.5.2 issues addressed by added/enhanced activities</td>
</tr>
<tr>
<td>---------------</td>
<td>-----------------------</td>
<td>--------------------</td>
<td>---------------------------------------------------</td>
<td>-------------------------------------------------------------</td>
</tr>
<tr>
<td>Implementation</td>
<td>Programmer</td>
<td>Code reviews</td>
<td>Static code security analyses</td>
<td>Failure to program according to secure principles/practices</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Other source code security analyses</td>
<td>Bugs in code</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Malicious developers</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Unit testing</td>
<td>Security criteria in unit testing</td>
<td>Failure to place value on security</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Build process testing</td>
<td>Security criteria build process testing</td>
<td>Failure to place value on security</td>
</tr>
<tr>
<td>Testing</td>
<td>Tester</td>
<td>Functional integration and system tests</td>
<td>Binary security tests (e.g., fault injection, fuzzing, binary code scanning, reverse engineering)</td>
<td>Failure to perform sufficient security tests</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Automated vulnerability scans</td>
<td>Lack of tools to support security testing</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Penetration tests</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Code reviews</td>
<td>Code security reviews (automated/semi-automated whenever possible)</td>
<td>Failure to perform sufficient security tests</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Other white box security tests</td>
<td>Lack of tools to support security testing</td>
</tr>
<tr>
<td>Distribution &amp; deployment</td>
<td>Tester Configuration manager Distribution manager Installer</td>
<td>Deployment testing Distribution (online/offline) Installation configuration</td>
<td>Automated vulnerability scans Penetration tests Secure distribution techniques and technologies Secure installation configuration</td>
<td>Failure to perform sufficient security tests Lack of tools to support security testing Failure to remove backdoors, etc. Non-secure configuration defaults</td>
</tr>
<tr>
<td>Phase</td>
<td>Responsible role(s)*</td>
<td>Current Activities</td>
<td>Additional/Enhanced Activities for Secure Software</td>
<td>Section 2.5.2 issues addressed by added/enhanced activities</td>
</tr>
<tr>
<td>------------------</td>
<td>-----------------------</td>
<td>--------------------------------------------------------</td>
<td>---------------------------------------------------------------------------------------------------------------------</td>
<td>------------------------------------------------------------</td>
</tr>
<tr>
<td>Sustainment</td>
<td>Maintainer</td>
<td>Issues tracking and resolution</td>
<td>Security incident response</td>
<td>Failure to perform root-cause analyses</td>
</tr>
<tr>
<td></td>
<td>Vulnerability manager</td>
<td></td>
<td>Vulnerability management, including vulnerability tracking and reporting</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Auditor</td>
<td></td>
<td>Failure to place value on security</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Quality assurance/support meetings</td>
<td>Security experts involved in quality assurance/support meetings</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Security criteria included in quality assessment criteria</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Maintenance regression testing</td>
<td>Regression tests of security-critical and high-consequence software</td>
<td>Failure to perform security impact analyses of all updates</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Vulnerability scans, penetration tests, etc. of updated software</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Security impact analyses of maintenance changes</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Test, release, and distribution of updates and patches</td>
<td>Vulnerability management, including vulnerability reporting and patch issuance</td>
<td>Failure to perform security impact analyses of all patches</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Security impact analysis of updates and patches prior to release</td>
<td>Failure to issue timely patches to fix vulnerabilities</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Failure to perform root-cause analyses</td>
<td>Failure to encourage customers to abandon old, non-secure versions</td>
</tr>
<tr>
<td></td>
<td></td>
<td>System, code, and operational audits</td>
<td>Security audits of system, code, and operations</td>
<td>Failure to perform root-cause analyses</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(no counterpart)</td>
<td>Forensic analysis of security incidents, including root cause analyses of operational security incidents</td>
<td>Failure to perform root-cause analyses</td>
</tr>
</tbody>
</table>

*In any or all cases, a security expert may assist the responsible party or parties.

The software assurance community is increasingly engaged with defining methods and associated artifacts for formally establishing the assurance that secure development practices have been followed, secure software principles have been conformed with, and that security has, in fact, been exhibited as a property of the software. The key artifact being defined for this purpose is the software security assurance case. Section 3.5 discusses the purpose of the assurance cases, emerging processes...
associated with developing and validating software security assurance cases, and the software developer’s role in those processes.

<table>
<thead>
<tr>
<th>SUGGESTED RESOURCES</th>
</tr>
</thead>
</table>
3.4 SECURE VERSION MANAGEMENT AND CHANGE CONTROL OF SDLC ARTIFACTS

One practice that pertains to the entire SDLC is secure configuration management, which includes version management and change control. The artifacts of the software development process—documentation, software code, and developer notes—are generated throughout the SDLC, and may all be susceptible to tampering and malicious insertions unless kept under strict version control that is managed in ways expressly intended to minimize the likelihood, and to maximize the detection, of any attempts to inappropriately access them.

Using a secure Software Configuration Management (SCM) system, strong authentication and authorization of developers, testers, and others who require access SDLC artifacts can be combined with granular access controls to prevent inappropriate accesses. Role-based access control together with separation of duties will prevent programmers from modifying test results (to erase evidence of their software’s test failures). Access can be further controlled based on the relationship of the artifact to the life cycle phase in which the person attempting to access it is involved: for example, once the final version of an artifact has been checked into the SCM system, access privileges for the person who developed that artifact can be reset to read-only, to prevent that person from being able to modify the artifact while it is undergoing review or testing.

As each development artifact is completed, the developer is responsible for checking it into the secure SCM system according to the secure check-in process, which includes digitally signing and timestamping the artifact. This checked-in version is then “baselined”: critical metadata about the artifact is added which enables the configuration manager to compare the baseline with each subsequent version of the artifact that is checked in. This comparison verifies that only expected portions/areas of the later artifact version have been changed. The timestamp and digital signature also aid in the detection of later, possibly inappropriate substitutions or modifications.

By ensuring that each new version delivered to the SCM can be easily compared against the most recent previous version or baseline, secure version management ensures that as each artifact is modified after peer reviews, other reviews, or tests, the new version can be easily compared against the previous baseline to verify that the only changes in the new version are those that correct problems found during review/testing. If the developer has made any changes that do not directly address review findings/test results, these can be flagged and analyzed, and the developer can be asked to explain and justify them. In this way, version management minimizes the window of opportunity in which malicious developers can tamper with development artifacts (e.g., by inserting malicious logic or intentional vulnerabilities).

In addition to increasing control over development artifacts and minimizing opportunity for malicious tampering and insertions, secure version management also:

- Increases accountability for and traceability of modifications to SDLC artifacts;
• Supports clear identification and security impact analysis of changes from one version to the next of each SDLC artifact;

• Minimizes the likelihood that undesirable changes will “slip in” to the artifact that would ultimately increase the vulnerability of the software.

It is the job of the configuration manager to verify the validity of changes between versions, and also to periodically perform SCM audits.

All tools used to produce and review/test SDLC artifacts also need to be kept under strict secure change control to minimize the chance that they can be tampered with, or that such tampering will go undetected.

Despite being authored in the late 1980s and early 1990s, many of the configuration management (CM) practices for high assurance software described in the National Computer Security Center’s Guide to Understanding Configuration Management in Trusted Systems, and the CM practices for high integrity software in Section 3.4 of NIST’s Framework for the Development and Assurance of High Integrity Software, provide an excellent basis for establishing secure version management and change control practices, and for specifying requirements for supporting SCM tools.

A few secure configuration management repositories and toolsets are available commercially, including Oracle Developer Suite 10g Software Configuration Manager, the Secure Protected Development Repository from Sparta, Inc., and MKS Integrity from MKS Inc. SCM tools such as these incorporate many of the strong authentication and authorization, access control, timestamping, accountability, and other security features not provided in most standard CM systems.

### Suggested Resources

- Software Security Assurance, Section 5.1.6.


### 3.5 Security Assurance Cases for Software

There is an increasing emphasis, in the software assurance community, on defining standards for the content and evaluation of security assurance cases for software. The only claim that can be realistically made for software security assurance cases at this point is that they will provide a useful mechanism for communicating information about software risk.
An assurance case is intended to provide a basis for justified confidence may take the form of an assurance case, which may be defined as:

...a documented body of evidence that provides a convincing and valid argument that a specified set of critical claims regarding a system’s properties is adequately justified for a given application in a given environment.\textsuperscript{17}

Assurance cases are intended to document arguments and claims to a degree that is sufficient to reduce uncertainty about the described software’s exhibition of its required property. Assurance cases are also intended to provide the evidence necessary to prove the validity of those arguments and claims, to whatever level of confidence that validity must be proved.

Assurance cases as artifacts should be developed in parallel with the other SDLC activities, with artifacts of those activities providing much of the evidence for the assurance case.

The developer’s role in assurance case production will be to create development artifacts that are not only adequate for their intended purpose, \textit{i.e.}, producing software, but which also provide evidence that is sufficient and appropriate to support the assurance claims that will be made about that software. Development artifacts contribute to quantifiable statements of evidence that the software achieves its assurance goals. Moreover, the review and testing artifacts generated throughout the lifecycle provide evidence that stakeholders adequately reviewed the development artifacts and processes and evaluated against standards related to the assurance case itself (\textit{i.e.}, secure architecture or coding guidelines).

SDLC artifacts that might be included as evidence to support the assurance case include:

- The software’s semi-formal or formal architecture specification;
- The result of a formal or semi-formal requirements traceability analysis and proof that the architecture fulfills the software’s specified requirements;
- The software’s semi-formal or formal detailed design specification;
- The result of a formal or semi-formal requirements traceability analysis and proof that the detailed design fulfills the software’s specified requirements;
- Results of a vulnerability analysis of the software architecture;
- Documentation of the secure SDLC process/methodology in use, including environment, physical security, and personnel controls;

• Evidence of the consistent use of secure configuration management practices and tools that prevent unauthorized modifications, additions, or deletions to the SDLC artifacts.

As of July 2007, the most mature of the emerging software security assurance case standards, SafSec (developed by Praxis High Integrity Systems for the UK Ministry of Defence), had only been tested in two case studies, with the next stage of evaluation (which involved applying the methodology on a system under development) still underway.

To date, assurance case proponents have based their expectation of the effectiveness of security assurance cases on an extrapolation from the success of safety cases and to a lesser extent from Common Criteria Security Targets. At present, few if any software vendors use formal methods as a standard development practice, or generate development artifacts that security evidence extensive or detailed enough to form the basis for proving the assurance argument in a software assurance case.

It is understandable that most software practitioners are waiting for empirical evidence that assurance cases can or will improve the security of software and/or increase the level of trust between users and software suppliers before taking on the labor-intensive development of these artifacts.

For organizations that develop high-consequence software, assurance cases even in their still-evolving form have the potential to provide a robust and disciplined means of security verification and validation. For these organizations, early adoption of assurance cases may be warranted, using an emerging methodology and supporting tools.

Some significant research efforts are underway to produce methodologies and tools, or to extend, adapt, and refine safety case methodologies/tools to address requirements specific to security assurance cases. In the international standards community (ISO/IEC), there are efforts underway to define a standard for a software assurance process and the required content and structure of assurance cases.

The reader is encouraged to review Section 5.1.4, “Software Security Assurance Cases” in Software Security Assurance for a more complete discussion of emerging software security assurance case methodologies and tools support.

**Suggested Resources**


- *Software Security Assurance*, Section 5.1.4.


3.6 SDLC METHODOLOGIES THAT AID IN SECURE SOFTWARE PRODUCTION

A number of “secure SDLC methodologies” have been published to take the guesswork out of how to security-enhance one’s software development process. Several such methodologies are introduced in 3.5.1.

In addition, some standard development methods have been demonstrated to increase the likelihood that software produced by them will be secure. Most notable among these are Formal Methods, discussed in 3.5.2.

There are also some methods that have been promoted as aiding in secure software development when, in fact, what they have actually been demonstrated to assist in is the specification and implementation of security functionality. The most notable of these, Aspect Oriented Software Development, is discussed in 3.2.5.3.

Finally, because of their popularity, particularly in the private sector, agile methods and the security issues that arise when they are used are also discussed in 3.2.5.4.

3.6.1 Secure SDLC methodologies

Instead of attempting to determine what security activities, checkpoints and considerations need to be added to their current SDLC process, a development team may want to encourage their organization and/or project manager (whichever has the authority to decide such things) to adopt a “security-enhanced” software development methodology that already defines these things.

Development teams who use secure SDLC methodologies should almost immediately notice an improvement in their ability to detect and eliminate vulnerabilities and weaknesses in the software they produce before that software goes into distribution/deployment. As development teams become expert at following a secure SDLC methodology, and codify the methodology’s practices over time, they should also notice a marked reduction in the number of vulnerabilities and weaknesses that appear in their software in the first place. The proof will be in the software’s ability to pass its various security checkpoints (reviews and tests, such as design and code security reviews, fault injection tests, penetration tests, vulnerability scans, etc.).

For development teams that work in organizations and/or for project managers unwilling to adopt a security-enhanced methodology, the practices described in Sections 4-9 of this document should be able to be integrated into any standard life cycle methodology in order to
“security enhance” that methodology in a more \textit{ad hoc} way to enable the team to improve the security of software produced by their project.

Table 3-2 lists some “ready-to-use” SDLC methodologies, with associated information resources, that are intended expressly to produce secure software. The suggested resources at the end of this section also provide more information about these methodologies, and about security-enhanced methodologies in general.
### Table 3-2. Secure SDLC methodologies

<table>
<thead>
<tr>
<th>Methodology</th>
<th>Resources</th>
</tr>
</thead>
</table>

**NOTE:** The Rational Unified Process (RUP) is a widely-used structured development methodology. Several noteworthy efforts to extend RUP so it can explicitly address security as a
quality-property have focused mainly on the requirements and architecture modeling phases of the life cycle. Papers on security enhancements to RUP are listed in the suggested resources below, as is a case study demonstrating the graceful integration of CLASP with RUP to achieve a secure life cycle methodology.

### Suggested Resources

- **Software Security Assurance**, Section 5.1.8 and Appendix G.

### 3.6.2 Can agile methods produce secure software?

Much discussion and debate has occurred over whether it is possible for software projects using agile methods to produce secure software. Some of the issues in secure software development that seem to run contrary to the objective of agile development are:

- Whenever a functional requirement changes, an analysis should be done to understand the security impact of that change.
• Changes to functional requirements are likely to spawn changes to requirements for security constraints on those functions.

• Agile methods approach system development by producing individual components of functionality, then integrating them together. Software security is a whole-system property, and even if individual components are secure, the aggregation of those components will not necessarily result in a measurably secure software system.

• To be able to use agile methods to develop secure software will require the extension or adjustment of the existing agile methods to accommodate the necessary security practices and checkpoints. It will also require adapting those security practices and checks so that they more easily “fit” into the agile process.

As characterized by the Agile Manifesto, all agile methods have a single overriding goal: to produce functionally correct software as quickly as possible. For this reason, agile methods are averse to life cycle activities that:

• Do not directly involve the planning of development activities and production of software vs. other activities and artifacts, such as security reviews, requirements and design specifications, independent verification and validation (IV&V), etc., which are crucial for most security evaluations and validations. Moreover, the preference for face-to-face over written communication clashes with the requirements of Certifications and Common Criteria evaluations for extensive software documentation and makes IV&V impractical, because independent testers rely on written documentation to understand the system and must, to maintain their independence, avoid any direct contact with the system’s developers;

• Require specialist expertise that software developers do not have. Agile methods make it difficult to include security experts or other non-developer personnel on software teams. Moreover, the requirement that anyone involved with the software must be a member of the development team conflicts with the need for security reviewers and testers to be independent from the development team (separation of roles and duties);

• Cannot be performed concurrently with other life cycle activities. For example, agile methods do not easily accommodate IV&V;

• Require security modeling (though agile methods should accommodate “misuser” and “abuser” story development at the same time as user story development, to assist in requirements capture), as well as capture of negative and non-functional requirements;

• Reject late in the lifecycle changes to requirements that prevent the establishment of a security baseline for purposes of Certification and Accreditation or Common Criteria evaluation;
• Focus on any objective other than producing correct software quickly. It is difficult to incorporate other non-functional objectives, such as dependability, trustworthiness, and resilience, into agile projects;

• Cannot accommodate security impact analyses of development decisions throughout the life cycle;

• Limits test case definition and test execution to the context of TDD, not allowing for software security (vs. functional security) tests;

• Constrain who works on the project, in what role, and in what environment. Agile projects assume that all developers are trustworthy, and should have equal access to all software and development artifacts, contrary to the security principles such as separation of roles, separation of duties, least privilege, and role-based access control. Furthermore, in an “all developers have same role/access” environment, all developers will require the same (highest possible) level of security background checks and clearances, which can result in additional costs. Finally, Pair Programming (a standard practice in eXtreme Programming and other agile methods) in which one developer sits with another at the same workstation to continually review the second developer’s code as it is being written, may not be allowed in certain work environments in which workstation-sharing is not permitted.

Table 3-3 summarizes, for each Core Principle in the Agile Manifesto, whether that Core Principle contributes to secure software development, or whether it obstructs the ability to produce secure software.
### Table 3-3. Security implication of Agile Manifesto core principles

<table>
<thead>
<tr>
<th>Core Principle</th>
<th>Implication</th>
<th>Explanation</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. The highest priority of agile developers is to satisfy the customer. This is to be achieved through early and continuous delivery of valuable software.</td>
<td>Obstructive</td>
<td>Unless the customer is highly security-aware. Security testing, if done at all, will probably be inadequate unless (1) security is an explicit, high-priority customer requirement; (2) the customer is willing to delay &quot;early delivery&quot; to ensure that sufficient time is given to specifying, verifying, and testing security requirements.</td>
</tr>
<tr>
<td>2. Agile developers welcome changing requirements, even late in the development process. Indeed, agile processes are designed to leverage change to the customer's competitive advantage.</td>
<td>Obstructive</td>
<td>Unless the customer is willing to allow the necessary time to assess the security impact of each new/changed requirement, and to add or change the security constraint requirements and risk mitigation associated with each functional requirement.</td>
</tr>
<tr>
<td>3. Agile projects produce frequent working software deliveries. Ideally, there will be a new delivery every few weeks or, at most, every few months. Preference is given to the shortest delivery timescale possible.</td>
<td>Obstructive</td>
<td>Unless the customer prioritizes the need for security higher than the need for rapid delivery.</td>
</tr>
<tr>
<td>4. The project will be built around the commitment and participation of motivated individual contributors.</td>
<td>Neutral</td>
<td>Could be obstructive if the individual contributors either resist or are ignorant of security priorities.</td>
</tr>
<tr>
<td>5. Customers, managers, and developers must collaborate daily, throughout the development project.</td>
<td>Neutral</td>
<td>Could be contributory if the development team includes include security experts and the customer team includes security stakeholders (e.g., risk managers).</td>
</tr>
<tr>
<td>6. Agile developers must have the development environment and support they need.</td>
<td>Neutral</td>
<td>Could be contributory if the development environment includes tools, platforms, processes, and practices expressly intended to produce secure software.</td>
</tr>
<tr>
<td>7. Both management and customers will trust developers to get the job done.</td>
<td>Obstructive</td>
<td>Unless the developers are strongly committed and able to ensure (1) their own security knowledge; (2) security practices and checkpoints in their life cycle process, and security tools in their development toolkit.</td>
</tr>
<tr>
<td>8. The most efficient and effective method of conveying information to and within a development team is through face-to-face communication.</td>
<td>Obstructive</td>
<td>The assurance process for software is predicated on documented evidence that can be independently assessed by experts outside of the software project team.</td>
</tr>
<tr>
<td>9. The production of working software is the primary measure of success.</td>
<td>Obstructive</td>
<td>Unless “working” means not just “functionally correct” but also “dependable, trustworthy, and resilient”. If “working” is purely a matter of functional correctness, agile testing cannot allow for vulnerability scanning, penetration testing, or any other non-functional security tests.</td>
</tr>
</tbody>
</table>
Proponents of test-driven development (TDD, also referred to as continuous testing)—a cornerstone of all agile methods—believe TDD can contribute to software security by ensuring that software is examined continuously throughout its development and problems are fixed as early in the development process as possible. TDD approaches testing by using automated tools to run a continuous, iterative series of test cases against the code as it is developed.

It has been noted that automation of testing creates a high degree of acceptance, though manual testing is still required to verify some requirements. The problem, however, is that the types of testing that can be practically accommodated “on the fly” in this way does not include the more sophisticated software security tests, such as fault injection with propagation analysis and dynamic code analysis. Even addition of static code security analysis may be seen as impractical within the typical agile development process due to the security expertise and specialized tools it requires.

Some of the researchers who identified these security enhancements are working to codify “secure agile methods”. Their approach has been to combine agile software engineering values with a security risk mitigation mentality, enabling secure software engineering to be performed in an agile manner.

One such process (that of Norwegian researcher Gustav Boström) proposes that agile methods in general, and eXtreme Programming (XP) in particular, can and should be adapted to conform to the security engineering practices defined in the SSE-CMM and identified in the Common Criteria. Boström also suggests that the resulting security-enhanced agile method be combined with AOSD to reduce the burden imposed by the continuous refactoring emphasized in all agile methods, thereby offsetting the additional effort imposed by the security engineering practices.

While software security is an important aspect of any software intensive system, there is a danger that the software practitioner will get a false sense of security from the erroneous belief that fixing software security is all that is required to ensure that the software-intensive system is secure. The inherent security—dependability, trustworthiness, survivability—of software components is only one level of security concern: security at the whole-system level, including correctness and effectiveness of security functionality, conformance to Saltzer and Schroeder principles, and all other system-level security concerns become no less critical just because security issues specific to software are finally being addressed.
The question of how well a particular agile development method can be adapted to achieve the objectives of secure software often requires the addition to the method of security training for developers, attack modeling and risk analysis, documentation and review of architecture and design before coding starts, and non-functional security testing.

Table 3-4 lists security enhancements for agile development processes that researchers have investigated and found to be practical and not onerous.

### Table 3-4. Recommended security extensions to agile methods

<table>
<thead>
<tr>
<th>SDLC Phase</th>
<th>Enhancement</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>General</strong></td>
<td>Increase security awareness of development team, as well as their acknowledged responsibility for producing secure software.</td>
<td>Kongsli</td>
</tr>
<tr>
<td></td>
<td>Add a security expert role to the development team. The security expert will provide ongoing security education, mentoring, and subject matter expert support to other team members.</td>
<td>Wäyrynen et al.</td>
</tr>
<tr>
<td><strong>Requirements</strong></td>
<td>Identify and list all high-consequence software components of the system.</td>
<td>Wäyrynen et al., Kongsli</td>
</tr>
<tr>
<td></td>
<td>Develop &quot;misuser&quot; and &quot;abuser&quot; stories or misuse and abuse cases that intentionally or unintentionally compromise those components. These misuser/abuser stories should be developed by defining deviations from user stories/use cases such that the deviations include modeled attacks.</td>
<td>Wäyrynen et al., Kongsli</td>
</tr>
<tr>
<td></td>
<td>Based on the misuser and abuser stories, perform threat analyses, vulnerability analyses, and identify risk to the high-consequence components, to include the estimated cost of recovery from each compromise documented in the misuse/abuse scenarios. Prioritize the scenarios according to level of risk; determine the maximum acceptable level of risk. Identify all scenarios whose compromises exceed that maximum level.</td>
<td>Wäyrynen et al., Kongsli</td>
</tr>
<tr>
<td></td>
<td>Specify requirements that will prevent the each of the misuse and abuse scenarios that exceeds the maximum acceptable level of risk from compromising the software (through prevention, tolerance, or recovery). Define acceptance test cases that verify the effectiveness of the specified preventive measures.</td>
<td>Wäyrynen et al., Kongsli</td>
</tr>
<tr>
<td><strong>Architecture and Design</strong></td>
<td>Integrate any security functions required for secure software, such as code signing, sandboxing/virtual machines, etc., into the customer’s environment as early in the project as possible.</td>
<td>Beznosov</td>
</tr>
<tr>
<td></td>
<td>Adhere to secure design principles.</td>
<td>Davidson</td>
</tr>
</tbody>
</table>

18 See “Suggested Resources” at the end of this section for complete references.
<table>
<thead>
<tr>
<th>SDLC Phase</th>
<th>Enhancement</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>Coding</td>
<td>Extend pair programming reviews to consider the security implications of design assumptions/decisions and to seek out and eradicate security flaws in code. Adhere to secure coding standards and principles.</td>
<td>Wäyrynen et al. Davidson</td>
</tr>
<tr>
<td>Testing</td>
<td>Add code scanners and other security test tools to the testing &quot;arsenal&quot; tools and security testing tools. Ensure that security criteria are included in every test case. Use the misuse/abuse scenarios as the basis for defining the test case strategy. Use the risk analysis to prioritize the tests to be performed, testing the highest risk/highest consequence items first. When closing an iteration, augment automated customer acceptance tests with &quot;negative testing&quot; for threats identified in the abuse/misuse scenarios.</td>
<td>Davidson, Beznosov Davidson</td>
</tr>
</tbody>
</table>

Because agile development is as much a philosophy as a methodology, agile developers who do not already understand the importance of security may overlook security imperatives that are neither explicit nor implicit in the Core Principles of the Agile Manifesto (with which all agile methods except eXtreme Programming are said to be consistent). Appendix C:C.3.2 elaborates the key points in the debate over whether agile methods can ever successfully be security-enhanced.

A methodology that follows the same general principles as agile development is Feature-Driven Development (FDD). FDD differs from agile methods, however, in providing better scalability and support for planning. Table 3-5 summarizes recommended security enhancements for FDD.

19 See “Suggested Resources” at the end of this section for complete references.
Table 3-5. Recommended security enhancements to FDD

<table>
<thead>
<tr>
<th>SDLC Phase</th>
<th>Enhancements to FDD</th>
</tr>
</thead>
</table>
| Requirements Analysis | - Capture requirements with use cases with security subjects and security objects are identified and added to use cases  
- Identify and document abuse cases  
- Develop an Overall Model of the system  
- Construct candidate classes from use cases  
- Derive security levels of classes from use cases and incorporate into classes  
- Build a feature list  
- Specify abuse case scenarios  
- Specify countermeasures to prevent abuse cases  
- Relate use cases to abuse cases to features  
- Classify features into feature sets based on activity |
| Design | - Plan by feature  
- Define order of features to be developed and tested  
- Prioritize security countermeasures (features)  
- Design by Feature  
- Incorporate security elements and security classification into objects as attributes  
- Sketch sequence diagram of each security feature |
| Implementation | - Build by feature  
- Implement in security countermeasure feature priority order, adding the most important security measures first. |
| Testing | - Test abuse case scenarios that are most sensitive first  
- Test based on security countermeasure feature priority list |

**SUGGESTED RESOURCES**

- *Software Security Assurance*, Sections 5.1.8.1 and Appendix G.


3.6.3 Formal methods and secure software development
To the extent that vulnerabilities may result from the functional incorrectness of software implementations, formal methods, by improving software correctness, can also contribute to the improvement of software security. An example of a successful implementation of formal methods to improve software security is type checking, which is an integral feature of Java, C#, Ada95, and other modern programming languages. Type checking increases the detection rate of many flaws and faults at compile time and runtime.

Use of formal methods does not, in and of itself, guarantee that secure software will be produced. What formal methods do provide are a more precise way of specifying and modeling the requirements and design of software, and of verifying that the requirements and design adequately exhibit a given property or set of properties. Formal methods have proven successful in specifying and checking small, well-structured systems such as embedded systems, cryptographic algorithms, operating system reference models, and security protocols. For example, formal proofs were provided for the integrity property of the Trusted Computing Bases of the Honeywell Secure Communication Processor, the Boeing Multi-Level Secure Local Area Network device, and the Gemini Secure Operating System [used in the Gemini Trusted Network Processor] when these systems underwent National Computer Security Center’s A1 level-of-assurance evaluations against the Trusted Computer Security Evaluation Criteria) in the mid- and late 1980s.

The research community is striving to automate formal methods more fully, to make them more practical for general use, at this point formal methods remain labor-intensive, even with tool support. For this reason, their practicality is limited to software in which a high level of trust and confidence must be placed (i.e., security critical, safety critical, and other extremely mission-critical and high-consequence software).

There are some formal methods with tool support that have been used successfully to verify the security properties of safety-critical and security-critical software (mainly embedded systems software). These are listed in Table 3-6.

**Table 3-6. Formal methods with tool support**

<table>
<thead>
<tr>
<th>Tool</th>
<th>Developer</th>
<th>Website</th>
</tr>
</thead>
<tbody>
<tr>
<td>AutoFocus and Quest</td>
<td>Munich University of Technology</td>
<td><a href="http://autofocus.in.tum.de/index-e.html">http://autofocus.in.tum.de/index-e.html</a> —and— <a href="http://www4.informatik.tu-muenchen.de/proj/quest/">http://www4.informatik.tu-muenchen.de/proj/quest/</a></td>
</tr>
<tr>
<td>B-Method</td>
<td>Jean-Raymond Abrial</td>
<td><a href="http://vl.fmnet.info/b/">http://vl.fmnet.info/b/</a></td>
</tr>
</tbody>
</table>

While their labor-intensiveness and required level of expertise make formal methods impractical for most general-purpose software development, those readers who are interested...
in further discussion of how formal methods can be used throughout the SDLC to produce secure software should consult Appendix C:C.3, as well as the suggested resources below.

**Suggested Resources**

- *Software Security Assurance*, Section 5.1.2.


4 REQUIREMENTS FOR SECURE SOFTWARE

NOTE: This section presumes that the reader is already familiar with good requirements engineering practices, and thus focuses only on the additional considerations associated with the need for software to be secure. The Suggested Resources list at the end of this section includes resources on good requirements engineering.

It is said that most vulnerabilities and weaknesses in software-intensive information systems can be traced to inadequate or incomplete requirements. While this truism really refers to inadequate requirements as the reason why many information systems lack adequate security functionality to protect the information they process, it can also be seen in the context of failure to specify requirements that specify the functions, constraints, and non-functional properties of software that must be dependable, trustworthy, and resilient.

All software shares these three overarching security needs:

- It must be dependable under anticipated operating conditions, and remain dependable under hostile operating conditions.

- It must be trustworthy in its own behavior, and in its inability to be compromised by an attacker through exploitation of vulnerabilities or insertion of malicious code.

- It must be resilient enough to recover quickly to full operational capability with a minimum of damage to itself, the resources and data it handles, and the external components with which it interacts.

Frankly, if software cannot satisfy these three needs, it is of dubious value. What good is software that cannot be relied on to operate as and when it is needed? Thus, these three needs should be addressed by, and should inform, all of the requirements for the software’s functionality, behaviors, and constraints. Moreover, the need for security is so inherent to all software that the system development practice of defining security requirements separate from all other requirements is quite absurd when it comes to software requirements. In all cases, “operate securely” is no less imperative than “operate correctly”. What constitutes “secure” may differ depending on the criticality of the software’s function, and the nature of its intended operational environment. But there is no modern software for which security is not a concern at some point in its life cycle.

Even non-networked embedded software may be subject to sabotage by malicious code insertion during its development. While the prevention of such sabotage clearly drives a requirement for secure software development and security analysis practices, the possibility that embedded malicious code may not be detected before the software is deployed drives a direct requirement for the software’s own survivability, i.e., to enable it to continue dependable operation even if the embedded malicious code is executed.
In their paper, “Core Security Requirements Artefacts”,20 Jonathan Moffett et al. observe that, “Although security requirements engineering has recently attracted increasing attention,...there is no satisfactory integration of security requirements engineering into requirements engineering as a whole.”

It is critical that the software’s security requirements be as complete, accurate, and internally consistent, and traceable as possible. At the start, a complete and accurate statement of system-level security goals and needs will be needed; this statement can then be explicitly “decomposed” to derive requirements for secure software. The authors go on to describe a requirements specification process that uses a series of iterative risk analyses and models to decompose system-level security goals into as complete and accurate a set of secure software requirements as possible.

Recognizing that software requirements specifications can be considered complete only if they are sufficient to distinguish desired behavior from undesired behavior, it is important for the requirements analyst to consider the impact that anticipated and unanticipated external stimuli and inputs may have on the software’s behavior, not just during normal operation, but also when the software or any of its environment resources is in partial or full failure, and when the software comes under attack.

Understanding and anticipating the various hostile conditions to which the software may be subjected is critical to anticipating requirements that will enable the software to remain dependable, trustworthy, and resilient under those conditions. Gaining this understanding is the objective of the various threat/attack modeling techniques described later in this section.

Requirements traceability is an imperative generally for ensuring that all software requirements are not watered-down or lost in the design or implementation phases. As such, requirements traceability is a best practice of all good software development. This said, there is an important consideration for secure software: establishment of traceability between the artifacts that identify and model the threats, attacks, and vulnerabilities that form basis for defining the software’s security requirements.

Just as traceability must be established and maintained between the hazard analyses performed for safety-critical systems and the requirements specification for the software

components of those systems, traceability needs to be maintained between software specifications and the threat/attack and vulnerability analyses and models that informed the security requirements in those specifications.

The software safety community has produced a number of robust tools for providing automated support in the traceability of complex requirements for safety-critical systems. Examples include Praxis High Integrity Systems’ REVEAL, Telelogic’s DOORS, ChiasTek’s REQTIFY, Safeware Engineering’s SpecTRM, etc. These tools should be investigated for their adaptability to provide requirements traceability for secure software systems.

SUGGESTED RESOURCES

- Software Security Assurance, Section 5.2.

4.1 THE CHALLENGE OF NEGATIVE AND NON-FUNCTIONAL REQUIREMENTS

The following are challenges associated with the capture of negative security requirements, \textit{i.e.}, requirements for security constraints on functionality, and non-functional security requirements, \textit{e.g.}, requirements for software properties or for guidelines or standards governing with software development:

\begin{itemize}
  \item Perceived security risks posed by certain requirements for functionality as well as interoperability, usability, or performance;
  \item Perceived security risks posed by other negative or non-functional requirements, \textit{e.g.}, the “use COTS” imperative;
  \item Security and other policy statements mandating certain functional constraints (\textit{e.g.}, a Web service must be authenticated before being allowed to communicate with another Web service) or development practices (\textit{e.g.}, no use of unsigned mobile code);
  \item Standards mandating certain technical constraints (\textit{e.g.}, Web service security standards) or development practices (\textit{e.g.}, development process compliance with SSE-CMM);
  \item Tendency to think about and express security requirements in terms of things to be avoided or prevented.
\end{itemize}

Attempting to verify that something is avoided or prevented is essentially attempting to prove a negative: it is difficult (if not impossible) to prove that there can be no exceptions to what is demonstrated during testing, \textit{i.e.}, that software will \textit{never} do a certain thing. Moreover, the degree of non-satisfaction of a security requirement that can be tolerated is usually very low (approaching zero). Stakeholders want criteria for security requirements to be very close to “yes/no”.

This said, requirements analysts should not self-impose limitations on their imaginations: the though process by which they conceive security requirements should allow for identifying both “actionable, testable” requirements and “non-actionable, non-testable” requirements, \textit{i.e.}, negative and non-functional requirements. Allowing the mental step of specifying such requirements is a critical step towards defining the correlated positive, testable requirements for additional functionality, constraints on specified functional requirements, and SDLC process improvements that will satisfy those “non-actionable, non-testable” requirements.

Negative requirements exist because software’s functionality must not be allowed to behave in a way that could lead to the software failing in an insecure state, or otherwise becoming vulnerable to exploitation or compromise. An example of a constraint on a function is “The software must not use input data it has not validated.”

Constraints on software functions are intended to minimize the likelihood of non-secure software behaviors and the interactions that are likely to trigger those behaviors. Constraints do this by placing controls on how the software interacts, and on how it behaves in response to interactions.
Such constraints can be said to be violated when the software fails to enforce them, or commands one of its components/processes to behave in a way that violates them. Constraint violations most frequently arise as a result of (1) interactions between software components; (2) interactions between the software and entities in its environment; and (3) the software’s failure. Such violations are particularly likely to occur when the external entity the software interacts with is an intelligent malicious adversary (human or malicious process).

It is the developer’s job to make sure that such interactions cannot cause or contribute to a constraint violation. As part of the requirements definition process, then, the developer should identify all constraints that are needed to ensure the software always behaves securely. (Later, the developer must also be sure to design the software to enforce those constraints.)

The following is a suggested two-stage process for moving from negative constraint requirements to positive, testable functional security requirements:

- Map each negative and non-functional requirement to one or more positive functional requirements that will enable the negative or non-functional requirement to be satisfied.

- Recast as many negative/constraint requirements as possible positively, describing what is supposed to happen (not what isn’t), and providing binary satisfaction criteria—*i.e.*, the function happens or it doesn’t—and clear test criteria by which to determine what “the function happens” means.

For example, given the negative requirement “The software must not accept overlong input data”, conceive of positive functional requirement(s) that will enable that negative requirement to be satisfied. Such a requirement might be “The software must validate all input to ensure it does not exceed the size specified for that type of input.”

Non-functional security requirements specify:

1. Properties the software must exhibit (*e.g.*, its behavior must be correct and predictable; it must remain resilient in the face of attacks);

2. Required level of assurance or risk-avoidance of individual security functions and constraints;

3. Controls and rules governing the processes by which the software will be built, deployed, and operated (*e.g.*, it must be designed to operate within a virtual machine, its source code must not contain certain function calls).

In many cases, non-functional security requirements will be translated not into elements of the software’s design, but into guidelines for its development process, or criteria for its testing.

During software requirements analysis decisions can begin to be made about which requirements can probably be satisfied using COTS or OSS components. In this context, both functional and non-functional security requirements need to be analyzed, particularly as COTS/OSS components often fall short of the level of dependability, trustworthiness, and
survivability required in medium- and high-consequence software systems. Recognizing that COTS/OSS components will be used will allow the requirements analyst to specify requirements for additional protections and countermeasures that will enable such components to be used without compromising the security of the system overall. The requirements analyst can also use these requirements as the basis for defining the security evaluation criteria for such components, with the criteria intended to verify that any candidate components do, in fact, achieve at least the minimum acceptable level of security as defined in the requirements specification.

4.2 ORIGINS OF REQUIREMENTS FOR SECURE SOFTWARE

Eliciting requirements from the stakeholders should involve direct communication, e.g., structured interviews, but is also likely to require reviews of artifacts identified or provided by the stakeholders. In the case of security, such artifacts will probably include organizational security policies, standards, etc., which may have to be carefully interpreted to understand their specific implications for software. For example, requirements for authentication, authorization, and accountability of users may need to address both human users and software entities—especially (semi-)autonomous entities such as Web services and mobile agents—that act as, or on behalf of, users.

The most common sources of security requirements for software are:

- **Stakeholders’ expressed security concerns.**

- **Security implications of the functional specification:** A functional specification is intended to answer the question “What does the software need to do to accomplish x?” whereas the question that should be answered is “What does the software need to do to accomplish x securely?” The resulting answers are, in fact, secure requirements (contrast this with security requirements, which are requirements for security-relevant functions. In short, functional requirements need to be stated in a way that makes it clear that the functions must not: (1) be vulnerable to anticipated attacks; (2) operate in a way that compromises any part of the software system or any external software entities (environment-level or application-level) with which the system interacts.

When finding the answer to the “how to do it securely?” question seems difficult (or impossible) it is because the function desired is too dangerous to be performed securely, so that the basic functional requirement conflicts with the secure functional requirement. When such conflicts emerge, the requirements analyst must identify the trade-offs that will allow the dangerous functions to be performed without introducing excessive levels of risk to the system. Clearly, a risk assessment is needed to identify what level of risk would be excessive.

Unfortunately, most requirements analysts are not software security experts, so their trade-offs often favor preserving basic functional requirements at the expense of security. For this reason, the inclusion in the development team of a software security
expert is important. The security expert can then collaborate with the requirements analyst, who will thereby gain security knowledge, as a protégé from a mentor.

• **Requirements for security functions:** Such requirements should be treated in the same way as all other functional requirements, except that in the prioritization that occurs during the trade-off analyses described above. The analyst needs to clearly understand the level of risk that arises when any security function relied on to protect a system, its assets, and resources, is not itself adequately **secure** in terms of dependability, trustworthiness, and robustness. The requirements should reflect this understanding: *i.e.*, security-critical and other high-consequence functions, and indeed all software functions, should be specified in a way that ensures that they do not an unacceptably high level of risk to the software system. For security-critical and high-consequence functions, the maximum level of risk acceptable will be significantly lower than it is for other functions.

• **Compliance and conformance mandates:** The need to comply with security-relevant laws such as Sarbanes-Oxley, the Federal Information Security Management Act (FISMA), and the Health Insurance Portability and Accountability Act (HIPAA), policies such as, directives such as DoD Directive 8500.1, “Information Assurance (IA)” and DCID 6/3, standards such as ISO/IEC 15408:1999, “The Common Criteria for Information Technology Security Evaluation”, the National Aeronautics and Space Administration (NASA) Software Assurance Standard, and the World Wide Web Consortium WS-Policy Framework standard, can result in requirements both for security functions and for secure software behavior. For example, there are a number of requirements implicit in Web service security standards regarding how service-to-service interactions should be secured.

• **Secure development and deployment standards, guidelines, and “best practices”:** There may be a mandate that the developers must comply with certain coding, security, or deployment standards, such as a requirement that the Java Virtual Machine’s security features be leveraged whenever Java is the language used. A mandated set of guidelines for “locking down” the platform on which the software will run carries implicit requirements for how the software is expected to interact with its platform, and the fact that it should not require resources or services that are made unavailable by the secure platform configuration. Even if a development “rule” is not codified in a standard or guideline, the development organization may choose to follow certain accepted “best practices” that can influence the software’s requirements, such as a requirement that a Web application not use persistent or unencrypted cookies as authentication tokens. The monitoring of an organization’s SDLC processes verify consistent, correct use of secure system and software development standards, guidelines, and practices is a key concern of security-enhanced continuous process improvement models such as MSSDM and SSE-CMM.

• **Attack models and environment risk analysis:** Models of the attacks to which the software is likely to be subjected, along with the findings of a risk analysis of the
environment in which it will run (to include the data it will handle and the larger system of which it will be a component) provide the requirements analyst with a clear picture of the security context in which the software will operate, including the threats the software needs to be guarded against, and the anticipated environment-level security protections and services the developer may be able to leverage (1) to reduce the exposure of the software’s vulnerabilities (its “attack surface”) to those threats, and (2) to assist in achieving the software’s secure operation. Section 2.2.1 discussed attack modeling in detail.

- **Known and likely vulnerabilities in the technologies and COTS and OSS components that, due to preexisting commitments, must be used:** Requirements can emerge from the need to implement countermeasures in the software to minimize exposure of such vulnerabilities. Vulnerability databases, such as the National Vulnerability Database (NVD) operated by NIST, are a good source of information about such vulnerabilities.

  **Suggested Resources**


### 4.3 Deriving Requirements That Will Ensure Security of Software

In developing detailed functional and non-functional non-security requirements questions should be asked to identify associated security requirements. An example of this question-driven process for deriving security requirements appears below.
Example of Question-Driven Requirements Elicitation

Given the following high level functional requirement: “The server should store both public-access and restricted Web pages.”

- Derive the detailed functional requirements, *e.g.*, “The server should return public-access Web pages to any browser that requests those pages.”

- Identify the related constraint requirements, *e.g.*, “The server should return restricted Web pages only to browsers that are acting as proxies for users with authorized privileges sufficient to access those Web pages.”

- Derive the functional security requirements, *e.g.*, “The server must authenticate every browser that requests access to a restricted Web page.”

- Identify the related negative requirements, *e.g.*, “The server must not return a restricted Web page to any browser that it cannot authenticate.”

- Derive more functional security requirements, *e.g.*, “After authenticating the browser, the server must determine whether that browser is authorized (*i.e.*, has necessary privileges) to access the requested restricted Web page.”

- Identify the related negative requirement, *e.g.*, “The server must not return a restricted Web page to a browser whose privileges do not authorize it to access restricted Web content.”

- Identify any additional implied requirements, *e.g.*, “The server and browser must support the necessary security mechanisms to enable the server to (1) authenticate the browser; (2) determine the browser’s authorized privileges and whether those privileges are sufficient for the browser to access the restricted Web content.”

The requirements engineering methodology used for specifying secure software should define a systematic approach that does not require onerous security knowledge on the requirements analyst’s part to use.

The methodology used to define requirements should support the analyst in:

1. Determining how difficult it will be for each component (actor) of the system to achieve the system’s collective security requirements;

2. Determine which components should be assigned which security requirements, avoiding “overloading” any component with more security requirements than it can satisfy;

3. Identifying the most security-critical components of the system (those responsible for satisfying the most security requirements);

4. Performing trade-offs between security requirements that invalidate the system’s ability to satisfy its other functional and non-functional requirements. For high-consequence software, this trade-off analysis should include a quantitative analysis of residual security risk to which the system as a whole will be subject if certain security
requirements are waived or otherwise not satisfied. Alternate requirements that reduce that residual risk to an acceptable level can then be defined.

The resulting requirements specification should define as secure a software-intensive system as possible given all other system imperatives (e.g., functionality, performance, usability, etc.)

Table 4-1 lists some requirements methodologies that have been used successfully in the specification of secure software. For each methodology, a resource providing information is also provided.

*Table 4-1. Requirements engineering methodologies for secure software*

<table>
<thead>
<tr>
<th>Methodology</th>
<th>Resource(s)</th>
</tr>
</thead>
</table>
## Methodology | Resource(s)
---|---


### 4.4 Secure Software Requirements Verification Challenges

The analyses performed to verify the correctness, completeness, and consistency of the requirements specification should include:

- **Internal analysis:** Determines whether the requirements for the software’s non-functional properties, and security constraints and positive functional requirements derived from them are complete, correct, and consistent with the other functional and non-functional requirements in the specification (the former include requirements pertaining to safety, performance, usability, *etc.*).

- **External analysis:** Will answer the following questions:
  - Do the software’s requirements adequately address the concerns of stakeholders, and the relevant mandates of law, regulation, policy, *etc.?"
Do the constraint and non-functional security requirements represent a valid refinement of the overall system security goals? Do any security-related requirements conflict with those goals?

Exhibiting required properties ("the software must be" vs. "the software must do") requires careful test planning to determine what types and combinations of software behaviors and actions can be said to demonstrate each required property (i.e., what must the software do—or not do—for it to demonstrate that it is resilient?)

The following is an example of a multi-stage requirement validation process.

1. Flag each functional requirement in the specification.

2. Search the specification to find one or more constraint ("negative") requirements directly pertinent to each functional requirement. For example, given a requirement that “This function must accept Social Security Numbers from users,” there should be a constraint requirement along the lines of “This function must reject all inputs that exceed nine digits (i.e., the length of a Social Security Number).”

3. For each constraint requirement, search the specification for at least one corresponding positive requirement for functionality needed to satisfy the constraint requirement. In our example, this might be “The function must perform bounds checking of all input to ensure its length does not exceed nine digits.”

If there is not at least one constraint requirement for a function, the lack of constraints needs to be analyzed and justified or the appropriate constraint requirement should be added to the specification. Similarly, if there is not at least one positive functional requirement for every constraint requirement, this lack needs to be analyzed and justified or remedied.

For high assurance and high confidence software, more comprehensive analyses of security requirements, including inspections and peer reviews, may be needed to assess whether the necessary non-functional and constraint requirements have been captured clearly, in terms that can be easily translated into design and test plan. Formal methods—which first entail use of a formal, often executable specification language, to capture the security requirements so that the analyst can later use proof checkers to run proofs and other formal tools to execute models of those requirements—are an effective, albeit resource- and expertise-intensive, method for validating the correctness, completeness, and internal consistency of requirements, as well as their effectiveness in capturing their intent in a realistic manner.

However, formal methods will not be any more helpful than other methods in predicting the potential effectiveness of a given requirement in terms of its contribution to the dependability, trustworthiness, and/or resilience of the software that will be designed and built to that requirement.
4.5 REQUIREMENTS ENGINEERING AND SECURITY MODELING METHODOLOGIES AND TOOLS

At a simplified level, all software programs include five key components, as illustrated in Figure 4-1.

![Figure 4-1. Components of software programs](image)

1. **Input software**: Reads data into an internal representation for processing. If the input is cryptographically protected, the input software functionality includes data decryption, integrity verification, etc.

2. **Output software**: Software that writes data to an output medium (e.g., Random Access Memory, compact disc, socket) after processing. If the output data is cryptographically protected, then output software functionality includes data encryption, integrity protection, etc.

3. **Internal data**: Data initialized by the application, read into an internal representation, or computed within the application (e.g. intermediate values or in preparation for output).

4. **Security-critical data**: A subset of internal data of high value to an attacker, e.g., cryptographic keys, privilege-related data, and other security-critical data.

5. **Computations and algorithms**: Internal program logic that processes the internal data.

This building-block view of software programs clarifies the need to protect each of the five components from attacks in the categories discussed in Section 2.5.1. These protection needs can be decomposed into a set of high-level security requirements that are common to all software programs:

- **Secure the input as it is received and processed by the program**: To protect it from unauthorized access and manipulation, including unauthorized disclosure, tampering, corruption, destruction, and deletion.
- **Secure the output as it is processed and released by the program**: To protect it from unauthorized access and manipulation, including unauthorized interception, rerouting, disclosure, tampering, corruption, destruction, and deletion.

- **Data hiding**: To protect internal data from unauthorized disclosure. In the case of software, we are referring to types of data that tend appear in runtime interpretable source code and scripting code that has not been thoroughly sanitized prior to deployment. Traditional data hiding approaches such as encryption and file system access controls are useless for protecting such data, which should ideally be removed before the code is deployed, or if that is not possible, obfuscated using techniques that will not impede the runtime interpretation of that code.

- **Internal computation/algorithm hiding**: To protect internal program logic from unauthorized disclosure.

- **Tamper resistance**: To protect software code (source, runtime-interpretable, and executable) from unauthorized execution, tampering, corruption, destruction, and deletion.

- **Damage mitigation and recovery**: Entails, at a minimum, ability of software to be isolated from the external cause of the software’s failure, then moving the software from a failed state to an acceptable operational state (ideally, this will be the software’s pre-failure state). At a system level, damage mitigation also entails terminating all interface and communication paths used by the external cause to access the software and its platform, and monitoring and preventing all further attempts by the external cause to initiate new interface/communication paths to the software or its platform.

<table>
<thead>
<tr>
<th>Suggested Resources</th>
</tr>
</thead>
</table>

### 4.5.1 Attack modeling

Software systems may be subjected to a wide variety of attacks that may lead to security being compromised. While numerous in variety, the majority of attacks follow one basic strategy: to build up an attack through a series of smaller and/or atomic attacks (or intrusions). Security
can be modeled as a quantifiable attribute (in the context of Quality of Service and/or of Quality of Protection).

Attack modeling is used to model the nature of an attack. Good attack modeling requires the expertise of practitioners of cyber security, application security, information assurance, etc., particularly penetration testers. (Contrast this with expertise needed for true threat modeling.)

Misuse cases, abuse cases, security use cases, and other security modeling techniques such as attack trees, attack graphs, anti-models, and attack patterns, enable the analyst to gain a better understanding of the risk areas in the system under consideration by:

- Identifying security objectives to be satisfied by the software system;
- Exploring security threats to be countered by (or on behalf of) the software system;
- Identifying points in the distributed software that are likely to be attacked;
- Defining constraints (i.e., the software must not be able to be compromised by certain threats) needed to achieve the required countermeasures and security objectives;
- Deriving testable (functional) security requirements that will ensure the software enforces the required constraints.

Specifically, there is a need to model:

- Attackers’ likely actions (attack graphs and attack trees are useful for this type of modeling; attack patterns can be used as a source for describing specific actions, with graphs/trees depicting the series of generic atomic attacks to which the particular software being considered is subject);
- The software’s individual and collective responses to attacker actions (attack response graphs lend themselves best to this type of modeling).

Attack modeling can be done separate from the risk analysis for a specific software system, i.e., one can develop an attack tree or graph that any sufficient threat could execute. The following sections describe methodologies and tools that are useful for modeling the threat environment in which the software will operate.

4.5.1.1 Security use cases, misuse cases, and abuse cases

The same requirements gathering techniques employed to produce use cases that capture the tasks that users perform during “normal” usage of the system can be employed to produce security use cases that identify the users and user tasks associated with security, and to produce misuse cases that depict non-malicious (intentional or unintentional) threats to normal use cases (including security use cases) and abuse cases that depict malicious (intentional) threats to normal use cases. These misuse and abuse cases, in turn, form the basis
for additional security use cases that provide the means to counter or mitigate the threats captured in the misuse and abuse cases.

Misuse cases and abuse cases describe what the software should not do in response to a user’s incorrect or malicious use of the system. For each functional use case, the developer should explore the ways in which that function could be deliberately abused or misused, and capture these in misuse/abuse cases. The developer then needs to identify all potential relationships between use cases and misuse/abuse cases, so that he/she can specify security constraints and requirements to prevent a misuse or abuse from compromising the security of each required capability identified in a use case.

On projects in which use cases are used to define functional requirements, adding misuse/abuse cases provides a uniform approach to the specification and analysis of all usage, both intended and adversarial usage.

### Suggested Resources


- **Sindre, Guttorm and Opdahl, Andreas L.** “Eliciting security requirements by misuse cases”. *Proceedings of the 37th International Conference on Technology of Object-Oriented Languages and Systems*, Sydney, Australia, 20-23 November 2000, pages 120-131.


#### 4.5.1.2 Attack patterns
As defined in the Attack Pattern Glossary on the DHS BuildSecurityIn portal,²² an attack pattern is:

…a general framework for carrying out a particular type of attack such as a particular method for exploiting a buffer overflow or an interposition attack that leverages architectural weaknesses…. [A]n attack pattern describes the approach used by attackers to generate an exploit against software.

An attack pattern, then, describes and codifies the set of actions that constitute some type of attack. Attack patterns are intended as a generic mechanism for capturing and communicating the actionable details on specific types of common attacks that have the potential to affect one or more classes of software. By “generic” we mean that an attack pattern can be developed independent of the specific software system under consideration, resulting in a type of “generic” attack model that holds true for most (but not all) systems against which the attack may be launched. In fact, most existing attack patterns (such as those gathered in the Common Attack Pattern Enumeration and Classification [CAPEC]) are the product of in-depth analyses of specific examples of real world exploits against certain software products executed and used under certain environment and operational conditions.

Derived from the concept of design patterns, but applied in a destructive rather than constructive manner, attack patterns can collectively provide the requirements analyst with a picture of the hostile environment in which the software is likely to operate, so that he/she can:

• Specify the required secure software behavior in response to an attack described by an existing pattern;

• Identify constraints that describe undesired behaviors in response to a described attack;

• Identify positive functional requirements that enable the software to (1) resist or withstand, or (2) mitigate the impact of each described attack.

Following are two examples of attack patterns being leveraged in the specification of requirements for secure software.

**Example 1**

Given the following high level functional requirement: “The Web server application shall enable the user to purchase merchandise online by submitting a valid credit card number.”

Consider the following attack patterns: “buffer overflow” and “command injection”

Identify the required constraint(s): “The software must not accept invalid user input.”

---

Derive the associated functional requirement(s): “The application must validate the input in the credit card number form field to ensure it conforms to the following parameters:

1. "Range: ≥ 13 but ≤ 19 characters
2. "Format: numeric
3. "Encoding: International ASCII”

Identify any implied requirement(s): “The software must reject all input that deviates from the required parameters.”

Determine any additional associated requirement(s): In the absence of specific requirements on how the rejection should be handled – e.g., should the input validation routine return an error messages to the user requesting resubmission of the input, with the message providing guidance on acceptable length and format, or should the application itself first determine whether excessive length/incorrect format is caused by inclusion of hyphens between groups of numbers, and if so, should the application filter the input to delete the hyphens and accept the sanitized number that results without returning an error message to the user? – such details will be left up to the designer.

**Example 2**

Given the following functional requirement: “The Web server application shall return Web pages in response to URLs submitted by browsers.”

Consider the attack pattern: “SQL injection”

Identify the required constraint(s): “The application must not accept invalid URLs from browsers.”

Derive the associated functional security requirement(s): “The application must validate all URLs received from browsers to ensure that they conform to parameters defined for URLs. These parameters are:

1. “Format: [specifies acceptable prefixes – http:// or https:// followed by an alphanumeric strings followed by a period, another alphanumeric string, followed by a period or a forward slash, followed by another alphanumeric string followed by a forward slash, etc.]
2. “Encoding: International ASCII
3. “Content (allowable characters): [specifies “alphanumeric” plus all allowable symbols and the position within a Uniform Resource Locator (URL) in which each symbol may appear]”

Identify related constraint(s): “The input validation routine must reject any URL that does not conform to these parameters.”

Determine any additional associated requirement(s): “Should a rejection cause the application to return a standard Hyper Text Markup Language (HTML) error message to the browser, or to simply ‘hang’ without returning a response?”
Attack patterns are, in fact, of use throughout the software life cycle, and their applicability to other life cycle phases will be discussed in the sections on those phases later in this document. Some specific examples of SDLC artifacts that attack patterns can be used in developing are:

- Misuse and abuse cases;
- Attack trees and attack graphs;
- Test scenarios, especially penetration test scenarios.

**SUGGESTED RESOURCES**


### 4.5.1.3 Threat modeling

Threat modeling identifies and analyzes threats to a system (rather than the attacks that are used against a system). In threat modeling, the specifics of attacks are not considered. Instead the focus is on identifying and understanding the following four aspects of each threat:

- **Capability** (technical expertise, resources available, opportunity, etc.);
- **Intentions** (objectives);
- **History** of previous successful attacks against specific target(s);
- **Targeting** plan for intended, imminent attack(s) against same or different specific target(s).

A classic lesson from military history is “Where there is capability, an adversary may develop intent.” It is important that software developers understand this lesson. It is not meaningful to identify and model threats when operating under the false assumption that “nobody would ever do that.” Good threat modeling begins with the recognition that if it is possible, it is highly likely that *somebody* will do it.

Threat modeling requires the expertise of the law enforcement or intelligence/counterintelligence community. Most other organizations are not qualified to model or deal
with threats and should limit their focus to mitigating that vulnerabilities that may be exploited by any threat. In addition, when a threat is identified or suspected, they should take all steps necessary to get law enforcement and/or the intelligence community to do threat removal.

At the software requirements level, true threat modeling is of limited value on its own; it can, however, provide information that forms an extremely useful basis for attack modeling.

On of the most popular attack modeling methodologies was that developed by Microsoft. In reality, Microsoft’s Application Threat Modeling methodology combines aspects of attack modeling with that of system security risk analysis. What it does not include is true threat modeling. What Microsoft calls a “threat” is, in fact, an “attack”. The methodology focuses on identifying all likely attack patterns, their likelihood of success given the software’s vulnerability and exposure to those attacks, and the associated loss anticipated with successful attacks. Microsoft Threat Modeling, as well as the other software attack modeling/risk assessment methodologies in Table 4-1 model attacks, vulnerabilities, and outcomes for the software within the constraints of the following:

- The particular execution environment in which it is expected to operate,
- Its criticality/value to the enterprise,
- Its user’s expectations,
- Its requirements for assurance, including security assurance.

The methodologies and tools listed in Table 4-2 are designed to support software and/or system attack modeling and security risk analysis. For each of these, a resource is listed that provides detailed information and (with one exception) access to documentation and, if available, the tool itself.

\textit{Table 4-2. Threat modeling tools}

<table>
<thead>
<tr>
<th>Tool</th>
<th>Resource(s)</th>
</tr>
</thead>
</table>
use of T-MAP should send email or call the point of contact listed on the Webpage.)

— and —

4.5.1.4 Other modeling techniques

The following are some additional attack modeling techniques that have been promoted for aiding in specification of secure software.

4.5.1.4.1 Attack trees and attack graphs

An attack tree (sometimes referred to as a “threat tree”) is, in essence, a fault tree that concentrates on faults with security impacts. In an attack tree, the attacker’s goal is placed at the top of the tree, then the analyst documents possible alternative ways in which that attacker goal could be achieved. For each alternative, the analyst may recursively add precursor alternatives for achieving various sub-goals that collectively achieve the main attacker goal.

The attack tree analysis process is repeated for each attacker goal. By examining the lowest-level nodes of the resulting attack tree, the analyst can identify all possible techniques that might be used by an attacker to compromise the system’s security, and can then specify the means of preventing or avoiding those attack techniques as security requirements for the system.

Compared with the misuse/abuse case, the attack tree captures a greater level of detail, and thus may be more helpful in developing a detailed design. Tree and graph-based attack models:

- Capture the steps of a successful attacks;
- Range from simple tree models to formal Petri nets;
- Can capture both general and system specific attack methods, and system properties and other preconditions that make a successful attack possible;
- Focus on causes of vulnerabilities, but do not identify countermeasures;
- Should be complemented by secure coding guidelines, security patterns, etc.

Attack trees are represented both graphically and textually. A graphical representation is usually built with the root node, or goal, on the top. The tree then descends branches and sub-goals until the leaves are finally reached at the bottom level.
The textual representation of an attack tree follows a numeric outline structure. The root node, or goal, is represented at the first level with no indentation. Each sub-goal is then numbered accordingly and indented one unit per level of decomposition. The representation below presents the textual view using the same example content found in Figure 4-2.

**Goal: Fake Reservation**

1. Convince employee to add reservation
   1.1 Blackmail employee
   1.2 Threaten employee
2. Access and modify flight database
   2.1 SQL injection from Web page
   2.2 Log into database
      2.2.1 Guess password
      2.2.2 Sniff password
      2.2.3 Steal password from server
         2.2.3.1 Get account on server (AND)
            2.2.3.1.1 Exploit buffer overflow
            2.2.3.1.2 Get access to employee account
         2.2.3.2 Exploit race condition to access protected profile

![Figure 4-2. Conceptual view of a graphical attack tree](image)

An attack graph is a concise representation of the attack paths through the system that attack patterns may follow in order to achieve the end-state of the attacker’s ultimate goal. The attack
graph complements the attack tree by modeling all of the potential attack paths throughout the system that could be associated with a specific attack, while the attack tree focuses on the “stopping points” at which each attack goal and sub-goal is attained.

Failure Modes and Effects Analysis (FMEA) is a bottom-up approach that can complement attack tree and attack graph analysis. In FMEA, the analyst examines all potential failures of the existing or planned security protections, mitigations, and countermeasures and models and documents the anticipated consequences of each failure, tracing that consequence to extrapolate how it could inhibit the ability of the system to achieve its mission or operational objectives.

Manual attack tree and graph generation and FMEA are time-consuming and tend to be error-prone when used to model and analyze large software systems. Researchers are pursing the use of formal modeling techniques and model-checking technology to automate the generation and analysis of attack trees and graphs.

<table>
<thead>
<tr>
<th>SUGGESTED RESOURCES</th>
</tr>
</thead>
</table>

4.5.1.4.2 Anti-models

As described by Axel van Lamsweerde, the anti-models are a type of formal model, i.e., they are captured in mathematical notation. Specification requires temporal logic that is first-order, realtime, and linear. Mathematically-notated semantics are used to define how to evaluate truth of a model. What are modeled are the goals of each component (or agent), along with the component’s role (what it does to achieve its goal), and properties of the domain (execution environment). Also captured are the “anti-goals”, i.e., the security goals of each component (or agent); along with these are modeled the environment, attackers, threats posed by the attackers, and assets threatened. Goals are refined to the level at which a single agent can realize a single goal.
Then specific benefits of anti-goals are:

- They elicit answers to questions such as “Which attacks are likely threaten this asset?”
- They capture the high level goals of such attacks;
- They enable the refinement of attacker goals by expressing the negations of specified security requirements, then constructing AND/OR trees from the resulting anti-goal statements;
- They can be analyzed with the assistance of an automated tool such as Objectiver\textsuperscript{23} to determine whether they can be realized.

**Suggested Resources**


4.5.1.4.3 State transition diagrams

In their paper “Building Security Requirements Using State Transition Diagram at Security Threat Location”,\textsuperscript{24} Seong Chae Seo, et al., describe an approach for threat modeling using state-transition diagrams.

\textsuperscript{23} This tools can be downloaded from: http://www.objectiver.com

5 SECURE DESIGN PRINCIPLES AND PRACTICES

“Many systems fail because their designers protect the wrong things, or protect the right things in the wrong way”. 25

5.1 SECURE ARCHITECTURE CONSIDERATIONS

At the architectural level, the software’s execution environment can be “provisioned” with a variety of security services and protections that will reduce the possibility of malicious input reaching the software, minimize the exposure of the software’s own vulnerabilities to the outside world, minimize the external visibility of trusted and high-consequence components to reduce their exposure to threats, and isolate untrustworthy components so that their execution is constrained and their misbehaviors do not threaten the dependable operation of other components. Such security services/protections may include:

- Application-level firewalls and intrusion prevention systems to block known malicious and problematic input before it reaches the software;

- Virtual “sandboxes” that provide an isolated environment in which untrustworthy components can be executed to prevent their potential misbehaviors from affecting trustworthy components;

- Code signature validators (code signatures are digital signatures applied to executable code for validation either at time of delivery (mobile code) or installation, or at runtime, to determine one or both of the following:

  o Whether the code originated from a trusted source;

  o Whether the code’s integrity has been compromised since it was generated.)

In the development of commercial software, it is often not possible for designers to make any reliable assumptions about the security services/protections that will be present or active in the execution environment. For this reason, engineers of commercial software need to be extra diligent in designing software that is capable of “looking after” its own dependability, trustworthiness, and survivability since the assurance of these properties cannot be depended upon from external sources.

If the software is to be deployed in a variety of platforms, the design should include an interface abstraction layer that minimizes the software’s need to accommodate the differences between the platforms.

NOTE: A Virtual Machine Monitor (VMM) is an increasingly popular implementation of an interface abstraction layer.26

### Suggested Resources

- Software Security Assurance, Section 5.3.

### 5.2 Secure Software Design Principles and Practices

The first three general secure software principles in Section 3.1 — (1) Minimize the number of high-consequence targets; (2) Don’t expose vulnerable or high-consequence components; and (3) Deny attackers the means to compromise — provide a framework by which to categorize the secure design principles discussed below.

One general design principle falls outside these three categories:

- **Make sure that the design specification is easily comprehensible and traceable.** Comprehensibility will make the design specification easier to analyze to reveal possible vulnerabilities and weaknesses. A specification that is fully traceable will make it easy to determine whether the design satisfies all of its requirements, including its security-relevant requirements. This traceability should be backward and forward, *i.e.*, it should be possible to trace forward from a requirement to its manifestation in the design, and backward from a point in the design to derive the requirement(s) satisfied at that point. It should also be possible to trace forward from any point in the design to its manifestation in the implemented code, and backward from the code to the part of the design realized by that code.

26 The VMM hides the details of the underlying platform from the software running within the virtual machines provided by the VMM. Each virtual machine presents the software with an unchanging set of execution environment interfaces, with the VMM acting as a kind of “translator” between those interfaces and the actual interfaces of underlying platform (Windows, Linux, Mac OS X). As long as the VMM runs on a given platform, the software can be installed and executed on that platform without any modification. This portability extends to the software’s expectations of the environment-level security services/protections it will receive. Problems may arise, however, if a certain platform does not provide a certain expected service/protection. The VMM as conduit to the underlying platform cannot hide the fact that the relied-on service/protection is not there. It may, however, make it easier to add a third-party service/protection to the platform without having to change the software running in the virtual machine — as long as the VMM’s platform-level interfaces can be extended to address that third-party package.
NOTE: In practice, conformance to secure design principles presents a challenge because developers typically do not have the deep, detailed understanding of the target execution environment in which their software will run. This understanding is critical to the ability to define a detailed design of software that will conform to these principles. For example, the ability to design software that conforms to the principle of least privilege requires the developer to fully understand the operation of the privilege granting and revoking mechanisms in the underlying operating system on which the software will be hosted. In any case, the designer is always required to make assumptions about the execution environment. The likelihood of the designer’s security assumptions being correct will be greatly increased through consultation with the security expert assigned to the development team; this challenge is, in fact, one of the strong arguments supporting the need of such an expert.

5.2.1 General Principle 1: Minimize the number of high-consequence targets

The following principles and practices contribute to the design’s ability to conform to this general principle.

5.2.1.1 Principle of least privilege

According to the Software Assurance CBK:

“Least privilege is a principle whereby each entity (user, process, or device) is granted the most restrictive set of privileges needed for the performance of that entity’s authorized tasks. Application of this principle limits the damage that can result from accident, error, or unauthorized use of a system. Least privilege also reduces the number of potential interactions among privileged processes or programs, so that unintentional, unwanted, or improper uses of privilege are less likely to occur.”

Least privilege supports General Principle 1 by minimizing the number of actors in the system granted high levels of privilege, and the amount of time any actor holds onto its privileges.

The essence of least privilege is “That which is not expressly permitted is forbidden.” Least privilege determines how access (read, write, delete, execute) privileges are granted to actors (users, software entities initiated by users, autonomous software entities). In many systems, privileges assigned to software entities initiated (and thus acting on behalf of) users are identical to those assigned to the users that initiate them; this is usually done because it is the most convenient way to design the system.

However, the principle of least privilege requires privileges to be assigned based on the real need of the actor who needs the privilege to perform a task. The requirements of the task should determine the level of privilege assigned to the actor that will perform that task. If the task can only be performed by a software entity, and not by a human user, the privilege assigned to the software entity should differ from that assigned to the human user who initiated the software entity.

The principle of least privilege requires the designer to think about the actual privilege required for each task a software entity may perform, rather than simply assigning a general
A (user) set of privileges to that entity that will enable it to perform all tasks, including tasks it
doesn’t ever need to perform. Software entities specified in the design should never request or
receive privileges that exceed the minimum level of privilege needed to accomplish a given
task.

Nor should actors retain privileges indefinitely. In a truly secure design, each entity would
retain the privilege it required to perform a given task only long enough to complete that task.
The entity would then relinquish that privilege and, if it needed to perform the same task
again later, it would be reissued the necessary privilege at that time. In practice, this is unlikely
to be feasible, and for most low-privilege, “untrusted” tasks, it will be acceptable to assign the
privilege to the software actor for some fixed duration (e.g., the length of a “session”), before
requiring the entity to relinquish the privilege then provide whatever credentials it needs to
request the privilege again. The more sensitive or critical a task, however, the less time the
software entity that performs that task should be allowed to retain the privilege required to
perform it. In the case of tasks associated with trusted functions (e.g., cryptographic and policy
enforcement functions, program control/configuration update functions), the rule of “use then
relinquish” should be enforced.

Least privilege is made easier to enforce in a design in which the number of “sensitive” and
trusted (i.e., highly privileged) functions is kept to a bare minimum. In a software system in
which multiple functions will require different privileges, the functions should be designed
and implemented as multiple discrete, small, simple (ideally single-purpose) executables that
call each other, and not as a single, large, complex multifunction executable that requires a
variety of privileges.

Modularizing functions into separate simple executables minimizes the number of privilege
changes that must occur during the software’s execution. It should be possible to decompose
complex functions that on first glance appear to require a high level of privilege into multiple,
simpler functions (or tasks), most of which will not require high level privileges. For example,
a cross-domain solution that is used to review, reclassify, and release documents from a
classified network to an unclassified network can be decomposed into a series of tasks that will
collectively accomplish the file “downgrade” and “release”:

1. Parsing of file text content;
2. Determining whether parsed text is unclassified or classified;
3. Changing the sensitivity label on the file if unclassified;
4. Routing the downgraded file to its intended destination/recipient on the unclassified
   network.

Only one of these tasks actually needs a high level of privilege that will enable it to violate the
mandatory access control policy of the file system in which the file to be “downgraded”
resides: the label-changing function. While it is crucial to protect the integrity of the other
functions to ensure their trustworthiness, these functions do not require high levels of
privilege.
Software that is comprised of small, simple functions (implemented by small, simple executables) will be easier to analyze and troubleshoot, and its security will be much easier to assure.

Least privilege alone will not guarantee secure software. Other principles of secure design must also be followed, including avoiding single points of failure and not presenting high-value targets to attackers. For this reason, highly privileged functions should never be centralized in a single component or module.

The privileges a component/process requires should never conflict with known security policy and configuration constraints mandated for the organization and environment in which the software will operate. For example, the DoD Security Technical Implementation Guides (STIGs) define constraints that must be configured for various application frameworks/platforms and operating systems, and the architect and designer of software that is custom-developed for DoD should make himself/herself aware of these mandatory constraints to ensure that his/her assumptions about the software’s execution environment do not conflict with what will actually be provided in the “STIGed” execution environment. For example, if an operating system STIG prohibits the assignment of “root” or “superuser” privileges to untrusted software programs, the design should not require the software to be granted such privileges. Responsible architects and designers should always ask or research to determine whether mandatory constraints similar to those defined in DoD’s STIGs will apply in the environment/organization for which their software is being custom-developed.

5.2.1.2 Principle of separation of privileges, duties, and roles

These essence of separation of privileges is “No single entity (human or software) should have all the privileges required to modify, overwrite, delete, or destroy the system as a whole, or all components and resources that comprise the system.” Separation of privileges and duties/roles supports General Principle 1 by helping minimize the number of different privileges required by any single actor in the system.

The way to make separation of privilege easier is to also enforce separation of duties or roles. What this means is that instead of all entities being able to access all parts or perform all functions, the entities are assigned roles or duties that require them to perform only a subset of the overall functions provided by the system.

In terms of how software is designed, separation of roles and privileges is also consistent with simplicity: i.e., instead of designing one large, complex multifunction entity that requires “superuser” privileges in order to perform all of its functions, the system should include multiple simple, single-function entities that require only the privileges needed to accomplish their function.

In a Web service/service oriented architecture (SOA) context, software entities (services) also take on different roles: there are consumers, providers, and intermediaries. The duties associated with each role are different:
• A consumer service needs to be able to generate and transmit Universal Description, Discover, and Integration (UDDI) and SOAP (formerly Simple Object Access Protocol) request messages and to receive and parse the content of Web Service Definition Language (WSDL) and SOAP response messages;

• A provider service needs to be able to receive and parse the content of SOAP request messages, and to generate and transmit SOAP response messages;

• An intermediary service acts as a message router, and therefore needs to be able to generate and transmit UDDI and SOAP messages and to receive and parse the content of WSDL response messages, but does not need to be able to parse the content of SOAP request or response messages.

Similarly, the expectations for software systems’ users should also be governed by separation of privileges, duties, and roles (and by least privilege): end users of server-side systems will not require the same privileges or functions as those in administrator, Webmaster, and other such roles. A simple example of this is provided by how duties are separated and the associated privileges granted for a traditional Web portal application. The end user requires only the ability to read posted content and to enter data into HTML forms. The Webmaster, by contrast, needs to be able to read, write, and delete content and to modify the HTML forms’ software code. The privileges required by the user role and its duties, therefore, are significantly different from those required by the Webmaster role and its duties.

5.2.1.3 Principle of separation of domains

Separation of domains is a principle that supports General Principle 1 by making separation of roles and privileges easier to implement. It also supports General Principle 2 by reducing the exposure of different actors and objects in the system to each other, which minimizes the likelihood that non-malicious actors will interact with malicious actors, or that a malicious actor will be able to easily gain access to any memory locations or data objects on the system. Together, these two controls ensure that users and processes are able to perform only tasks that are absolutely required, and to perform them on only the data, in only memory space, and using only the functions that they absolutely must access to accomplish those tasks. In practical terms, this is achieved through compartmentalization of users, processes, and data. This compartmentalization also helps contain the impact of faults and failures.

In Windows, Linux, and Unix (and its derivatives), access controls alone cannot isolate intentionally cooperating programs. If cooperation of malicious programs is a concern, the software should be implemented on a more secure platform, such as a trusted operating system or in a virtual machine reinforced by hardware isolation.
5.2.2 General Principle 2: Don’t expose vulnerable or high-consequence components

The following practices contribute to the design’s ability to conform to this general principle.

5.2.2.1 Keep program data, executables, and program control/configuration data separated

This practice supports General Principle 2 by reducing the likelihood that an attacker who gains access to program data will easily locate and gain access to program executables and/or control/configuration data.

The majority of techniques for separating program data from control data, and from executables at all levels of the system (processor up to application) are execution environment-, and more specifically file system-, level techniques such as:

- If possible, host the software only on platforms that implement the Harvard architecture, which ensures that program data and control data are stored in two physically separate memory segments.

- Set permissions on program data and its associated metadata to be readable and writable only by the program that creates the data/metadata unless there is an explicit need for other programs/entities to be able to read and/or write that data/metadata. The exception to this rule is the data’s access permissions themselves (which could be seen as a type of metadata): these should be writable only by the program and the administrator, but readable by all users (human and software) unless the data is hidden, in which case its metadata and permissions should also be hidden.

- A program’s control/configuration data should only be readable by that program, and should only be writable by the administrator. The exception is client application or browser configuration/preferences data that is expressly intended to be configurable by the user. In this case, the user should be allowed to read/write such data only via a purpose-built configuration or preferences interface.

- In a Web server application, unless there is an explicit need for users to directly view data used by a script, all such data should be placed outside the Web server’s document tree.

- Prohibit programs and scripts from writing files to world-writable directories such as the Unix /tmp directory. All directories to which programs write should be configured to be writable only by those programs.

- Store data files, configuration files, and executable programs in file system directories that are separate from each other. An executable program or script should not be writable by anyone except the administrator (and the installer if that is a separate role). The deployed (operational/production) executable should not be readable by anyone; the program’s users should be granted only execute-only privileges to the executable.
• Programs and scripts that are configured to run as a Web server’s “nobody” user should be modified to run under a specific username, and the “nobody” account should be deleted.

• If possible, encrypt all executable files, and implement a trusted decryption module that executes as part of program initiation to decrypt the executable so it can run.

If file system access controls alone are not strong enough to isolate software’s control/configuration data from tampering and deletion/destruction, additional measures such as file encryption and digital signature should be implemented. These would require the software to include cryptographic logic to decrypt and validate the signature on the control/configuration file at program startup.

If the software’s own host’s access controls are not considered adequately robust, it may be desirable to store the software’s control/configuration data on a remote trusted server (e.g., the server that hosts the single sign-on service used by the system, the Lightweight Directory Access Protocol directory used by the system’s public key infrastructure, or another such trusted system service. Each request to access the remote server should be transmitted over an encrypted (e.g., by Secure Socket Layer/Transport Layer Security [SSL/TLS]) connection to prevent the clear-text data from being “sniffed” in transit (e.g., as part of a reconnaissance attack, or in preparation for tampering with the configuration). If the software requires read-back verification of the configuration data it receives, the connection over which verification is received should also be encrypted.

For software components of a system that is likely to be cloned, when a remote server is used to store the software’s control/configuration data, if that data can be changed via the software, the changes should not be sent over the same communication channel by which the software earlier retrieved the configuration data from the server; instead, the software should send the changed data back to the remote server via a separate encrypted channel.

Section 5.5 describes the wide variety of environment-level mechanisms that can be used to provide a constrained execution environment.

5.2.2.2 Segregate trusted entities from untrusted entities

This practice supports General Principle 2 by reducing the exposure of the software’s high-consequence functions from its high-risk (vulnerable and untrustworthy) functions, which are

27 Cloning is the act of creating an identical copy of the existing system, including the software system and its execution platform. Cloning may be performed to create or refresh a test system to ensure it is identical to the production system, before testing software updates. Cloning may also be performed to move an existing software system to a new platform, or to duplicate it on another platform(s). Cloning does more than simply copy the executable; it also updates all of the software’s configuration files to accommodate its hosting on the new platform. Cloning of private cryptographic information (such as private X.509 certificates) may cause a security violation; for this reason, new private cryptographic information should be created for the clone.
susceptible to delivery of malicious code or corruption by attackers so that their execution threatens the dependable, trustworthy operation of the software as a whole.

**NOTE:** High-consequence functions are those whose failure would have a high negative impact on the ability of the software’s users to accomplish their objectives or mission.

An untrusted entity (component, agent, process) is one that is considered untrustworthy based on its inability to satisfy some predefined criterion/criteria for determining trustworthiness. Determination of trustworthiness (and thus “trust”) may be made at any point in the software’s development, or it may be determined during its operation. For example, a COTS component whose source code could not be reviewed during the system’s development may be deemed “untrusted” because its trustworthiness could not be adequately assessed before its deployment. By the same token, a mobile agent that cannot be authenticated during the system’s operation may be designated “untrusted”, as could a Java applet that is not digitally signed or whose code signature cannot be validated.

By contrast, a trusted entity is able to satisfy the criteria by which trustworthiness is determined. Trusted entities are most often used to perform high-consequence functions, including those that involve security decisions or control/configuration transformations.

All entities should be considered untrusted until expressly verified to be trustworthy (and thus trusted). An untrusted entity should never be granted privileges higher than those assigned to the end user that invoked the entity and/or on whose behalf the object is operating. This is true whether the object was invoked by direct execution or indirectly via a chain of directory or Web service requests that can ultimately be traced back to the user.

Isolate trusted entities in their own execution area (with resources dedicated to that execution area) to minimize their exposure to untrusted entities and the software’s external interfaces (through which attack-patterned input, delivered malicious code, etc., may be delivered).

The software’s high-risk untrusted entities should also be isolated to limit the potential for propagation of the impact and to minimize the damage that results from the execution of any malicious or attack-compromised logic embedded within those entities. In particular, remotely-sourced downloaded software, such as mobile code and mobile agents, and software that processes files/documents (e.g., word processing documents) containing embedded macros should (1) always be considered untrustworthy (and thus “untrusted”), and (2) isolated before execution.

Many execution environments provide mechanisms for configuring restrictive “isolation areas” for this purpose. As with isolation of high-consequence functions, isolation of high-risk functions will prevent those functions from accessing other areas of the software and of its execution environment, including the portions of the file system that contain the rest of the software’s executable image(s), data files, and control/configuration file(s).

The Java and Perl (Practical extraction and report language) security architectures include sandboxing functions. .NET includes a Code Access Security mechanism in its Common
Language Runtime (CLR). At runtime, the sandbox or CLR assigns a level privilege to the executable(s) contained within it. This privilege level should be the minimal needed by the function(s) the code is expected to perform during its normal, correct operation. If the executable operates in an unexpected way, i.e., performing any unexpected function, the sandbox/CLR will generate an exception, and the exception handler will prevent the executable from performing that unexpected operation and from accessing any resources outside the sandbox. On Unix systems, chroot jails can be configured to provide sandbox-like isolation.

More robust isolation mechanisms include virtual machines, trusted operating systems, and trusted processor modules. These and other execution environments that provide software protection and isolation mechanisms are discussed in Section 5.5.

Other than constrained execution environments, some mechanisms that can be used to protect and constrain the execution of software include:

- **Hardware initialization**: Initialization of hardware memory to a bit pattern that will revert to a safe state if, for any reason, instructions start being read from random memory;

- **Program shepherding**: A technique for monitoring control flow transfers, prevent execution of malicious data or modified code, and to ensure that libraries are entered only through exported entry points (thus, restricting control transfers based on instruction class, source, and target). Program shepherding also provides sandboxing that cannot be circumvented, allowing construction of customized security policies;

- **Altered program memory maps**: These are implemented by modifying the default protection bits applied to a program’s stack, and, additionally, other memory regions. Each page in a computer system’s memory has a set of permission bits describing what may be done with the page; the memory management unit of the computer, in conjunction with the kernel, implements these protections: altering the memory map requires no changes to the protected programs and, if successful in thwarting an exploit, the result will be a protection fault and termination of the vulnerable program. This mechanism has no performance impact on the protected programs themselves, but may incur overhead within the operating system. As it requires a modification to the operating system, this protection is not portable. Please also note that altering program memory maps only protects the stack, not the heap or program data;

- **Monitoring and filtering**: These can be used to detect and prevent undesirable state changes in the execution environment. Such filtering will help identify suspicious state changes in the software’s execution environment by taking “snapshots” of key environment attributes before and after executing untrusted software (e.g., mobile code) that may contain malicious logic, and monitoring unexpected differences in
environment state during the program’s execution. Such state changes are often the
earmarks of malicious code attacks.28

Note that successful isolation and containment depend on the ability to establish and sustain
the isolation/containment mechanism in a secure state, and to receive warnings of imminent
failures in sufficient time to minimize damage and ensure that the failure will not endanger
the protected/constrained software. Related secure design principles are described in Section
5.3.3.

**SUGGESTED RESOURCES**

- Shi, Weidong, Hsien-Hsin S. Lee, Chenghuai Lu, and Mrinmoy Ghosh. “Towards the
  Issues in Architectural Support for Protection of Software Execution”. Georgia Institute

### 5.2.2.3 Minimize the number of entry and exit points into and out of any entity

Strive for one entry point into any software entity (function, process, module, component) and
ideally one, or at most very few, exit points. This principle supports General Principle 2 by
reducing the number of software access points exposed to attackers. It also makes the resulting
software easier to analyze, and when implemented at the component level, it makes
substitution and replacement of components easier.

### 5.2.2.4 Assume environment data is not trustworthy

The designer should assume that all components of the execution environment are neither
dependable nor trustworthy unless and until this assumption is proved wrong. This principle
supports General Principle 2 by reducing the exposure of the software to potentially malicious
execution environment components or attacker-intercepted and modified environment data.

*NOTE: This principle is not limited to environment components. The designer should assume
that all entities external to the software are untrustworthy, and should accordingly validate all
data received from those entities.*

28 One approach entails the following actions: (1) Configure a filtering router to pass traffic between a test
system, on which is hosted the software and its intended execution environment, and the network; (2) Install
network analysis tools on the filtering router; (3) Snapshot the software’s execution environment to develop a
detailed picture of its known, trusted behavior; (4) Disconnect or isolate the test system from the network; (5)
Install the untrusted program suspected to contain malicious code; (6) Record and analyze all changes in
environment behavior during the untrusted program’s execution. If the tester determines that all recorded
changes to the environment and system states are neither unauthorized nor unexpected, it can be reasonably
concluded that the particular untrusted software is “safe”.
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For this reason, the software should be designed with minimal dependency on data provided by its execution environment, and should validate all environment data it does receive before using that data.

Some application frameworks are verified to provide trustworthy environment data to the applications hosted within those frameworks. For example, Java EE components run within “contexts” (e.g., System Context, Login Context, Session Context, Naming and Directory Context, etc.) that can be relied on to provide trustworthy environment data at runtime to Java programs.

### 5.2.2.5 Use only safe interfaces to environment resources

This practice supports General Principle 2 by reducing the exposure of the data passed between the software and its environment.

Nearly every programming and scripting language allows application-level programs to issue system calls that pass commands or data to the underlying operating system. In response to such calls, the operating system executes command indicated by the system call, and returns the results to the software along with various return codes that indicate whether the requested command was executed successfully or not.

While system commands may seem like the most efficient way to implement an interface to the underlying operating system, a secure application will never issue a direct call to the underlying operating system, or to system-level network programs such as `sendmail` **unless** controls are imposed that are adequate to prevent any user, attacker, or malicious program from gaining control of the calling program and exploiting its direct calling mechanism(s). Not only does each application call to a system-level function create a potential target for attack, whenever the software issues a system call, the homogeneity of the system’s design is reduced, and its reliability diminishes.

Application-level programs should call only other application-layer programs, middleware, or explicit APIs to system resources. Applications should not use APIs intended for human users rather than software nor rely on a system-level tool (**versus** an application-level tool) to filter/modify their own output.

All references to system objects should be made securely. For example, call-outs and filename references should specify the full pathname of the system resource being called/the file being referenced, e.g., `/usr/bin/sort` rather than `././sort`. Using full pathnames eliminates the possibility that the wrong program may be called, or executed from the wrong directory (e.g., a directory in which a Trojan horse is stored at the location where the calling program expected to find a valid program).

Filtering of system calls, whereby a monitoring program must inspect and approve system calls invoked by an untrusted program before the program's processing is allowed to continue. The monitor program makes decisions about the validity of system calls by knowing in advance what the untrusted program is supposed to do, where it is expected to manipulate
files, whether it is expected to open or listen to network connections, and so on. Valid behavior of the untrusted program is coded in a profile of some kind, which is referenced when the untrusted program executes. This defense, though, will affect the performance of programs run under the watch of a monitor but will not affect other programs.

5.2.3 General Principle 3: Deny attackers the means to compromise

The following principles and practices contribute to the design’s ability to conform to this general principle.

5.2.3.1 Simplify the design

By keeping the design as simple as possible, the designer will be less likely to include weaknesses and vulnerabilities, especially hard to detect weaknesses/vulnerabilities, or to introduce complexities that make the design and its security implications difficult to analyze and understand. This principle supports General Principle 3 by minimizing the number of attacker-exploitable vulnerabilities and weaknesses in the system. This principle will also make the design, and the implemented software, easier to analyze and test.

Some specific design choices that will simplify the software’s design are:

1. Limit the number of states possible in the software;

2. Favor deterministic processes over non-deterministic processes;

3. Use single-tasking rather than multitasking whenever practical;

4. Use polling rather than interrupts;

5. Include minimal feature sets and capabilities in components; these should be only those features/capabilities the components require to perform their job in the program/system. The architectural decomposition of a program should match its functional decomposition, enabling a one-to-one mapping of program segments to their intended purposes;

6. Decouple components and processes to minimize interdependencies among them. Minimizing interdependencies will prevent a failure or anomaly in one component/process from rapidly affecting the states of other components/processes. Note that vulnerabilities frequently arise when environment and hardware components that a software component depends on fail. Decoupling can be best achieved by:

   a. Modularizing the program’s functionality into discrete, autonomous processing units. This includes dividing individual functions’ processing sequences into multiple series of small, single-purpose increments, rather than implementing the function as a single complex step;
b. Establishing barriers to prevent communications between components that are not intended to interact;

c. Allocating only read-only or restricted-write memory space for processes to use, to prevent all but explicitly-authorized components from changing data values;

d. Favoring loose coupling of functions over tight coupling;

e. Avoiding time-dependent processes (i.e., processes that must execute within a given timeframe so they cannot wait for other conditions to occur before they execute). This will increase the program’s threshold of tolerance for unanticipated events or interactions;

f. Avoiding invariant processing sequences that allow only one way for the program to reach its goal. Such sequences can be exploited by an attacker to cause unexpected events and interactions (other than those defined in the invariant processing sequence);

7. Leave out unnecessary features. If the design includes COTS or OSS components in which dormant code, dead code, unnecessary functions (“features”), or undocumented functions are present, the design should also include wrappers to isolate those unused code segments to prevent them from being inadvertently or intentionally accessed or triggered during the software’s execution.

5.2.3.2. Hold all actors accountable, not just human users

This practice supports General Principle 3 by ensuring that all attacker actions are observed and recorded, contributing to the ability to recognize and isolate/block the source of attack patterns and thereby prevent attacks from succeeding.

The traditional means of enforcing accountability has been a combination of auditing and non-repudiation measures. Auditing amounts to security-focused event logging to record all security-relevant actions performed by actors while interacting with the system. What distinguishes auditing from standard event logging are (1) the type of information captured in the audit record; (2) the level of integrity protection applied to the audit records to prevent them from being intentionally or inadvertently deleted, corrupted, or tampered with.

Non-repudiation measures are applied to any data objects created or manipulated as a result of an actor’s interaction with the system. Such data objects can range from electronic documents to email messages to database or form field entries to interprocess communications (e.g., SOAP messages between Web services). The non-repudiation measure, most often a digital signature, binds proof of the identity of the actor responsible either for the creation or manipulation (modification, transmission, receipt) of the data object, so that the actor cannot later deny responsibility for that act.

A prerequisite for auditing and non-repudiation is the ability to bind the authenticated identity of the actor to the act/event or data object for which it is to be held accountable. This
presumes that authentication, ideally strong authentication, of the actor will occur, and that some mechanism, such as a digital identity certificate, will be irrevocably associated with that actor as a result of the authentication of its identity.

In a software-intensive system, auditing and non-repudiation measures need to extend beyond just the human users to include semi- and fully-autonomous software entities, such as agents and Web and grid services that operate without human intervention, and in some cases without human knowledge. The accurate attribution of all software actors is the only way to establish a “paper trail” by which responsibility for security violations or compromises can be traced back to whatever human agent is responsible for the software entity (or entities) that caused the violation/compromise.

For Web services in particular, SAML certificates provide a mechanism for service-to-service authentication; SAML can be used in other types of applications as well, or secure RPC may be used. It is not yet clear that a comparable approach for establishing software process identity and accountability is workable within non-distributed software systems.

5.2.3.3 Avoid timing, synchronization, and sequencing issues

This practice supports General Principle 3 by reducing the likelihood of race conditions, order dependencies, synchronization problems, and deadlocks. The developer should be careful to understand and apply effective techniques and measures to avoid such issues and to ensure asynchronous consistency within any multitasked and multithreaded programs.

Many timing and sequencing issues are caused by the sharing of state information (particularly realtime and sequence-order information) across disjoint program abstractions such as unrelated or conflicting classes in object-oriented programs.

NOTE: An example of a disjoint abstraction is a class called CustomerTable in an object-oriented database application. The class is disjoint because the objects “customer” and “table” have nothing in common; by contrast, “circle” and “ellipse” are related abstractions – both are geometric shapes defined by continuous curved lines; therefore, the class CircleEllipse in an object-oriented drawing program would not be disjoint.

The dissimilarity of objects in a disjoint abstraction can result in a conflict if the two attempt to interact. For example, consider the following situation:

Object A is designed to request a validation from Object B then, if it doesn’t receive that validation within five seconds, to terminate. Object B is designed to give precedence to validation requests it receives from Object C; if such a request is received while Object B is processing one of Object A’s validation requests, Object C is designed to interrupt that processing to handle Object C’s request. This interrupt may exceed Object A’s five-second wait threshold, thus causing Object A to terminate.

Timing, synchronization and sequencing errors may be exploitable by attackers. In the example above, an attacker could use man-in-the-middle spoofing attack to pose as Object C in order to issue a validation request that it knows will cause Object B to interrupt all processing
in order to handle the ostensible Object C request. If the interrupt exceeds five seconds, Object A will terminate; so, the attacker has, in essence, caused a failure in the program.

To avoid such timing, synchronization, and sequencing issues in software, developers should:

- Make all individual transactions atomic (non-interdependent);
- Use multiphase commits for data “writes”;
- Use hierarchical locking to prevent simultaneous execution of processes;
- Set processes’ “wait” thresholds (for responses from other processes) as high as possible, given the program’s performance requirements;
- Reduce time pressures on system processing whenever possible, e.g., by slowing processing rates.

Multitasking and/or multithreading in programs that run on operating systems that support those features can improve program performance. However, they also increase the programs’ complexity, making it harder to analyze and verify software correctness and security.

Multitasking and multithreading also increase the likelihood of deadlocks. Deadlocks occur when two tasks or threads both stop executing at the same time because each is waiting for the other to release a resource or to terminate (this is true even when only a single thread is used, if two processes communicate with one another and share resources such as memory and disk addresses).

If the program is designed to multitask or multithread, the designer should ensure that tasks/threads that are intended to execute simultaneously have been synchronized to avoid conflicts among their system resource usage attempts.

5.2.3.4 Make secure states easy to enter and vulnerable states difficult to enter

This practice supports General Principle 3 by reducing the likelihood that the software will be allowed to inadvertently enter a vulnerable (exploitable) state.

Software should always begin and end its execution in a secure state. State changes should always be deliberate and never inadvertent; this is particularly important for changes from secure to vulnerable states.

If multiple secure states are possible, as a result of different processing conditions, the software should include a decision-making capability that enables it to choose the most appropriate secure state to enter.

5.2.3.5 Design for controllability
Include logic for the control of the software’s execution to increase the resilience of the software. This principle supports General Principle 3 by making it easier to detect attack paths, and disengage the software from its interactions with attackers. Some specific design features that will increase the software’s controllability include:

- Ability to self-monitor and limit resource usage;

- Providing feedback that enables all assumptions and models upon which the program makes decisions to be validated before those decisions are taken. This feedback should include intermediate states and partial results of processing events;

- Exception, error, and anomaly handling and recovery that:
  
  - Place critical flags and conditions as close as possible to the code they protect.
  - Interpret the absence of a protected condition as indicating the software process is not protected;
  - Use interlocks (batons, critical sections, synchronization mechanisms) to enforce sequences of actions or events so that no event can occur inadvertently, or when an undesirable condition exists, or out of sequence. For example, lockouts can be used to block access to a vulnerable process, or to preserve secure state and protect the software against using invalid data or valid data received in the wrong order or at an unexpected time or speed.

5.2.3.6 Design for secure failure

This practice supports General Principle 3 by reducing the likelihood that a failure in the software will leave it vulnerable to attack. Some specific design features that will increase the likelihood that software will fail securely include:

Implement watchdog timers that check for “I’m alive” signals from processes. Each watchdog timer should be set by software other than that which it is responsible for observing.

The exception handling logic should always attempt to take corrective action before a failure can occur, and to allow thresholds to be set to indicate “points of no return” beyond which recovery from a fault, vulnerable state, or encroaching failure is recognized to be unlikely or infeasible. Upon reaching this threshold, the exception handler should allow the software to enter a secure failure state (i.e., a failure state in which none of the software’s program and control data and not other sensitive data or resources controlled by the software are suddenly exposed, and in which damage resulting from the failure is minimized).

5.2.3.7 Design for survivability

This practice supports General Principle 3 by minimizing the amount of time a faulty or failed software component remains unable to protect itself from attack.
The software design should enable the software to take advantage of any redundancy and rapid recovery features at the system level. For example, if the system will support automatic backups and hot sparing of high-consequence components with automatic swap-over, the software system’s design should be modularized in such a way that its high-consequence components can be decoupled and replicated on the “hot spare” platforms.

The software’s own error, anomaly, and exception, handling and recovery should support both backward and forward recovery. Backward recovery enables the software to detect every anomaly and error before it is able to create an exploitable vulnerability or escalate to a failure. If a failure does occur, the exception handler should return that software to a known good state that is more secure than the failure state. The biggest challenge will be detecting and recognizing anomalous and erroneous states in the first place.

Forward recovery measures include the use of robust data structures, the dynamic alteration of flow controls, and the tolerance (i.e., ignoring) of single-cycle errors that do not persist beyond one cycle.

Error handling in the software should recognize and tolerate errors likely to originate with human mistakes, such as input mistakes. The designer needs to:

- Allow enough fault tolerance in the software to enable it to continue operating dependably in the presence of a fairly large number of user input mistakes;

- Determine just how much information to provide in error messages by weighing the benefit of helping human users correct their own mistakes against the threat of reconnaissance attackers being able to leverage the knowledge they gain from overly informative error messages.

5.2.3.8 Server functions should never rely on clients to perform high-consequence functions or trust client-originated data

This principle supports General Principle 1 by reducing the consequence of the client (and thus eliminating a high-consequence target) and General Principle 3 by eliminating an attack path by frequently used by attackers to target server applications. Browsers and other clients should never be trusted to perform security-critical or other high-consequence functions. Reliance on client-originated data makes a server application vulnerable to attacks in which client-side data is altered before or in transit from client to server to compromise server-side security properties or functions, e.g., to subvert authentication checking or to gain access to confidential server-side data.

The designer should always assume that clients will run in the most hostile execution environments possible. Server applications, portals, and proxy agents that interact with

29 There are exceptions, but these are “trusted clients” that have been expressly engineered as components of high-confidence systems, and that run on high-assurance platforms, such as MILS (Multiple Independent Layers of Security) platforms.
clients should be designed to protect themselves against attacks originating from clients that have been subverted, hijacked, or spoofed. **Server-side software should always validate all data originating from a client, even if the client validated that data first.** While client-side input validation may be useful as a filtering mechanism to eliminate some unacceptable data before it can be sent to the server, the server should never count on the client for filtering out bad data. It should always perform its own input validation.

Principles of good input validation include:

- Centralize input validation logic;
- Ensure that input validation cannot be bypassed;
- Rely on positive “white list” validation, not negative “black list” filtering. Use “black lists” only for preliminary filtering to reduce the amount of data that must undergo white list validation;
- Validate all user input, including input from software proxies and agents acting on behalf of human users. Validation should check for correct, allowable length, format, and syntax;
- Reject all executable content in input from sources not explicitly authorized to submit executable content (e.g., sources of mobile code downloads);
- Verify that programs that request actions or call processes are entitled (by policy) to issue those requests/calls;
- Define meaningful reactions to input validation failures. Rejection of failed input and sanitization (according to pre-defined rules) of failed input are the most frequent reactions.

Section 6.4 describes how to implement server-side input validation.

**SUGGESTED RESOURCES**

- Software Assurance CBK, Section 3.4.

### 5.3 MODELING AND RISK ANALYSIS FOR ARCHITECTURE AND DESIGN

During architecture and design, decisions must be made about how the software will be structured, how the various components will integrate and interact, which technologies will be
leveraged, and how the requirements defining how the software will function will be interpreted. Careful consideration is necessary during this activity, as up to 50 percent of software defects leading to security problems are design flaws.

Security models are abstractions that capture, clearly and simply, the security properties and risk areas of the software. Models enable the developer to experiment with different variations and combinations of components at the architectural level, and of individual functions and constraints at the design level, to assess their comparative effectiveness in minimizing risk. By organizing and decomposing the whole software system into manageable, comprehensible parts, security modeling can also help the developer pinpoint and specify design patterns for software’s security functions.

Modeling frameworks can help the designer capture the architectural patterns that specify the structure and security-relevant behaviors of the software system. Collaboration frameworks are similarly helpful for capturing design patterns that specify sets of abstractions that work together to produce common security-relevant behaviors.

Specifically, software security modeling can help the designer:

1. Anticipate the security-relevant behaviors of individual software components, behaviors related to the interactions among components, and behaviors of the software as it interacts with environment components and other external entities;

2. Identify functions that may need to be modified or constrained, and inter-component interfaces that may need to be filtered or protected;

3. Detect and correct errors in and omissions from the assumptions that informed the software requirements specification, and in specifying the detailed design, the software architecture;

4. Identify known vulnerabilities and failure modes in the architectural and design-level countermeasures to ensure that the software’s most vulnerable components and functions are not exposed to exploitation and compromise;

5. Identify conflicts between any component’s assumptions about the behaviors, security constraints, or security functions of any other component, and experiment with alternative integration/assembly options to eliminate those conflicts or to identify countermeasures to minimize their impact (if they can’t be eliminated). Architectural modeling in particular should reveal all security dependencies between different parts of the system;

6. Identify conflicts between the components’ and whole system’s assumptions about the security protections and services provided by the execution environment, again enabling experimentation with alternative integration/assembly options that eliminate those conflicts and identification of countermeasures to minimize the impacts of irresolvable conflicts. Architectural modeling should also reveal all security
dependencies between the system (and its individual components) and its execution environment;

7. Analyze the security impact of any new or changed requirements or component additions, deletions, or substitutions;

8. Reveal any conflicts between the architecture and the design, or the design and the implementation, so as to document in the appropriate development artifacts any additional, unanticipated risks posed by those conflicts.

The software’s architectural and design models should be revalidated at each phase of the life cycle to ensure that changes made in each subsequent SDLC phase are iterated back the earlier phase’s artifact(s). For example, if during implementation the developer decides that to improve performance, he will code input validation logic into a module instead calling out to a separate input validation engine, this change in approach would have to be iterated back into the design for that module.

As with requirements, if formal specification language is used in documenting the design, proof checkers and other formal tools can be used to validate its completeness, correctness, and internal consistency (with the same caveat about aiding in predicting the security-effectiveness of the design).
5.3.1 Leveraging misuse and abuse cases in architecture

Misuse and abuse cases can form the basis of scenarios that can be used to analyze the architecture and, for new software products, to adjust that architecture. Questions that should be answered during this analysis include:

- Which areas and components of the architecture does each misuse and abuse scenario affect?
- How do the effects of a given scenario propagate through the architecture? Which other areas/components are affected as a result?
- What is the nature of the damage that results from a particular misuse/abuse scenario?
- Do the security constraints and protections in the architecture prevent the abuse/misuse scenario from succeeding?
- What additional security constraints/protectios can be applied, and where, to prevent an abuse/misuse from succeeding, or barring prevention, to minimize the resulting propagation and damage?

In component-based development, the scenarios should be used to analyze different candidate component assembly architectures to determine and select the architecture that is most effective in its ability to prevent the greatest number of abuse/misuse scenarios, and to
minimize the propagation and damage from those scenarios whose success cannot be prevented.

After identifying shortfalls, the architecture can be adjusted by adding new constraints and protections, replacing vulnerable components with more robust components, changing order of processing flows, etc. The new architecture model that results should document these changes along with their rationales. The new architecture should then be evaluated against the misuse/abuse scenarios, with the refinement process reiterated, and another new architecture model generated. This iterative architectural engineering should be repeated until, ultimately, an acceptable architecture is defined.

These scenarios should also be added to the software’s test plan so they can later be used to verify the effectiveness of the anti-abuse/misuse countermeasures as implemented in the built software.

5.3.2 Leveraging attack patterns in architecture and design

Attack patterns at all levels can provide a useful context for understanding the threats that software is likely to face, and determining which architectural and design features to avoid and which to specifically incorporate. Attack patterns can be particularly useful as “building blocks” for defining some of the abuse and misuse scenarios described in Section 5.2.1 (i.e., scenarios that incorporate known attacks).

Some attack patterns describe attacks that directly exploit architectural and design flaws in software. An example of such an attack pattern is provided below.
Make the Client Invisible

This attack pattern exploits client-side trust issues apparent in the software architecture. The pattern indicates that absolutely nothing returned by the client to the server should be trusted, regardless of what security mechanisms are used to secure the communications path between them (e.g., SSL/TLS).

Because the client is untrusted, the attacker could exploit it to return literally any data. For this reason, the server should perform all input validation, authorization checks, etc. on which trust is based (client-side input validation may be relied on only as a filtering mechanism to filter out bad data erroneously submitted by non-malicious users, while server-side input validation filters out bad input data intentionally submitted by malicious users or attackers.

Any authorization checks by the client should be seen as mere convenience measures: they may be used to determine whether the user has the authority to change client-side configuration parameters, such as the aesthetic and ergonomic aspects of how content is presented by the browser, or to reduce the amount of content displayed in accordance with the user’s personal preferences. Client-side authorizations should not, however, be used as the basis for access control, i.e., to prevent content from being returned from the server to a client that is not authorized to see that content.

All content sent from server to client should always be handled as if it were visible by the client. The server should never rely on the client to enforce “hidden data” or other data tagging that is intended to prevent the client from displaying certain content. Content that is not meant to be displayed by the client should simply not be sent to the client. Security-through-obscurity should never be relied on to enforce confidentiality or privacy requirements. If relied on at all, it should only be used as an “inconvenience measure”, i.e., to make it harder for the average non-malicious user to discover content by accident. Security-through-obscurity should never be relied on to prevent a determined attacker from discovering the obscured or hidden content, or even to prevent a non-malicious user from accidentally “stumbling across” (revealing) that content.

Thus, an architect who considers the Make the Client Invisible attack pattern should recognize the need to design the system so that no critical or trusted business logic is ever performed on the client side. Client-side business logic can only be seen as a convenience measure for performing untrusted, non-critical functions, such as tailoring the way content is visually presented to the end user the subversion of which would in no way threaten the security of the trusted and critical functions of the software system or the information it handles.

The designer should document the attack patterns that have been used in the specification of abuse/misuse scenarios and in other analyses performed as part of specifying the software design. The scenarios that incorporate these attack patterns can be added to the software’s test plan. Such testing will validate the effectiveness of measures designed into the software to counter those attack patterns.


5.4 RELATIONSHIP OF SECURITY PATTERNS TO SECURE SOFTWARE

Security patterns are means by which expert knowledge about characteristics of secure designs are captured. Security patterns are problem-oriented and intended to be comprehensible by non-experts. They primarily address questions at higher levels of abstraction than source code, i.e., at the levels of architecture, design, algorithms, protocols, security policy, network structure, etc. In practical terms, security patterns are intended as reusable “building blocks” of language defining commonly needed design features; this language can be “dropped into” a new design specification, with modifications if needed, instead of the designer having to invent the language from scratch.

The best way to determine whether a given security pattern will help in the definition of a design that achieves software assurance objectives is to determine whether the pattern upholds one or more of the secure design principles described in Section 5.2. Examples of software assurance-relevant security patterns are provided in Table 5-1.
Table 5-1. Security Pattern Examples

<table>
<thead>
<tr>
<th>Pattern</th>
<th>Corresponding Secure Design Principle</th>
</tr>
</thead>
<tbody>
<tr>
<td>Boundary protection to eliminate risks from zero day attacks through realtime detection and prevention of known attack patterns and circumvention of unknown, abnormal behavior</td>
<td>Design for resilience</td>
</tr>
<tr>
<td>Exception handling to enable the system, if compromised by any type of malicious cyber attack, to handle the results of the compromise, and at worst to fail into a known, secure state</td>
<td>Design for resilience, Design for secure failure</td>
</tr>
<tr>
<td>Orderly quarantine using pre-defined fallback configurations that increase isolation and protection in response to attack patterns or perceived threats</td>
<td>Segregate trusted entities from untrusted entities</td>
</tr>
<tr>
<td>Informed recovery by trustworthy automated recovery mechanisms that assist the software system in the timely isolation and correction of its vulnerabilities</td>
<td>Design for resilience</td>
</tr>
</tbody>
</table>

An increasing number of security patterns have been defined that are directly relevant to software assurance concerns (by contrast with information or network security functionality). For example, in their *Secure Programming Cookbook for C and C++*, authors John Viega and Matt Messier describe a number of what are essentially secure design patterns, along with code examples in C and/or C++ for implementing those patterns. While the majority of patterns they describe pertain to implementation of security functions such as authentication, access control, and cryptographic functions, there are some key chapters devoted to patterns directly pertinent to achieving software dependability, trustworthiness, and resilience. These are: Chapter 1, Safe Initialization; Chapter 3, Input Validation; Chapter 12, Anti-Tampering; and Chapter 13, Other Topics, which include secure error handling, secure memory management, correct use of variables, and secure management of threads, sockets, and resources.

Another source of software assurance-relevant security patterns is the Microsoft Patternshare repository, which includes 30 such patterns: Compartmentalization, Comparator Checked Fault Tolerant System, Checkpointed System, Container Managed Security, Trust Partitioning,...


31 Patternshare Repository of Security Patterns. Accessed 17 December 2007 at: https://netfiles.uiuc.edu/mhafiz/www/ResearchandPublications/PATTERNshare_Security_Patterns.htm. The Patternshare repository is no longer maintained by Microsoft. However, Munawar Hafiz, a researcher at University of Illinois at Urbana-Champaign has continued to maintain the repository, so that developers can still benefit from its contents. Hafiz also extracted what he felt were the most important patterns in the repository into a conference tutorial: Hafiz, Munawar. “Security Patterns and Secure Software Architecture.” Tutorial presented at ACM Special Interest Group on Programming Languages International Conference on Object-Oriented Programming, Systems, Languages, and Applications, Portland, Oregon, 22-26 October 2006. Accessed 23 January 2008 at: https://netfiles.uiuc.edu/mhafiz/www/ResearchandPublications/Security%20Patterns%20Talk.ppt; this tutorial includes the 30 security patterns listed here.

IBM has developed a rich set of design patterns for WebSphere-based Web service applications. Among these are a set of Non-Functional Requirements High Availability Runtime patterns that are somewhat relevant to software resilience concerns; these include: Single load balancer, Load balancer hot standby, Mutual high availability, Wide area load balancing, and Caching proxies with security plug-in.

Other software assurance-relevant security patterns can be found in the books listed among the Suggested Resources below.

### Suggested Resources


---

32 For more information, see: http://www.ibm.com/developerworks/patterns/edge/at1-runtime.html
5.5 Execution Environment Security Constraints, Protections, and Services for Software

Environment-level components are often relied on to provide security constraints and protections, and related services, for the software hosted in the environment. These usually include cryptographic services to enable code signature validation, virtual machine constraints/sandboxing, input validation filtering, etc.

Because environment-level components are often implemented as software, they are subject to the same security issues as the software hosted in the environment. When such environment-level measures are used, the software itself should be designed and implemented so that a failure in any of the environment components will not threaten the software. All software needs to include:

- Input validation logic that enables the software itself to recognize and reject all malicious and unexpected (anomalous) input, in case environment-level blocking of such input fails;
- Error and exception handling logic that provides the software with a high level of fault tolerance, and ensures that when the software cannot avoid failing, the failure never leaves the software, its data or resources in an insecure or vulnerable state.

The types and strength of security services and protections software may need from its execution environment is based on three factors:

- The type, characteristics, and purpose of the software to be protected;
- The types and strength of security protections and services available in the execution environment;
- The anticipated threats to the software in its expected operational context(s).

For example, embedded software in a military weapons system has a different purpose and set of characteristics, different available environment protections and services, and a different set of anticipated threats than embedded software in a game console. Software that implements an
operating system will differ in purpose and characteristics from, and expect a different set of protections and services (exclusively in firmware and hardware) from its environment than, a distributed Web application (for which the operating system will be a key provider of such protections and services). While at a high level both the operating system and application may appear to be subject to some of the same threats, it would be more accurate to say that the system, of which both the application and operating system are two components, is subject to those threats; when considered at the attack-pattern level, the differences between the threats to the operating system and the threats to the application become clear.

Software’s dependencies on and interfaces to environment-level components and services should not be hard-coded because such hard-coding increases the likelihood that, if an environment component is upgraded or replaced, or the software is moved/ported to another environment, the software will become vulnerable and will no longer operate securely. Developers should implement only standard interfaces to environment components, with these interfaces configurable, modifiable, and substitutable at compile-time or run-time. This flexibility not only will minimize the risks component changes pose to software, but also avoids the need to re-implement the software to accommodate the environment changes.

Formal methods can provide a common vocabulary through which software developers and systems engineers can communicate about the execution environment in which the software will operate. Executable specifications for rapid prototyping, especially when the tool that executes them provides a user-controllable interface, will allow the developer to explore his/her assumptions about the execution environment, and reveal hitherto unrecognized requirements for software/environment interfaces.

Several organizations, including NIST, the National Security Agency (NSA), and the Defense Information Systems Agency (DISA), have published secure configuration guides and scripts for popular and/or approved COTS products. Other agencies have mandated use of specific vendor or third-party configuration guides. These should be consulted by custom developers and integrators, who should strive to ensure that their software as designed and implemented does not presume the availability or require the presence of any environment-level services or interfaces that are not supported in the mandated environment configuration guidelines. This may require adjusting the assumptions under which the developers of COTS and OSS software to be installed on securely-configured platforms had about their software’s execution environment, especially when those assumptions conflict with the mandated “locked down” environment. There will be cases in which such conflicts cannot be overcome, and these need to be carefully documented to provide justification for waiving those secure configuration requirements that will prevent the correct operation of the installed COTS/OSS software.
5.5.1 Environment-level compartmentalization: constraint and isolation mechanisms

The environment-level mechanisms that can be used to constrain and protect software execution range from standard operating access control mechanisms to hardware trusted processor modules.

5.5.1.1 Standard operating system access controls

On Unix or Linux systems, the chroot “jail” feature of the standard operating system access controls can be configured to create an isolated execution area for software, thus serving the same purpose as a Java or Perl “sandbox”.

5.5.1.2 Trusted operating systems

A trusted operating system includes a file system that enforces a confidentiality-based mandatory access control policy (or policies). In most trusted operating systems, including Security-Enhanced Linux and Trusted Solaris, this confidentiality-based mandatory access control (MAC) policy conforms to the Bell-LaPadula hierarchical confidentiality model. Because its concern is with protecting information from disclosure, Bell-LaPadula-based MAC provides no real benefit in terms of protection software, where the main threat is to the integrity of executable programs and control files, i.e., the need to prevent tampering or corruption. Therefore, trusted operating systems based solely on hierarchical confidentiality are of little value and an unnecessary expense if the only concern is software rather than data protection.

At least one trusted operating system—BAE Systems’ Secure Trusted Operating Program—enforces an integrity-based MAC policy conformant with the K.J. Biba hierarchical integrity...
Unlike a mandatory confidentiality policy, a mandatory integrity policy is particularly useful for preventing active entities within a system (i.e., users, software processes) from modifying or deleting passive entities (i.e., files, devices, including software executable images, control files, and configuration files). In practical terms, this means:

1. The program’s executable image can be set at a higher integrity level than the privileges assigned to the users, thus preventing them from modifying or deleting that executable;

2. The program’s control files can be set at a higher integrity level than the executing program’s privileges, thus enabling the program to read those files but not to modify or delete them.

3. Write/delete privileges for high-integrity files can be restricted only to the administrator.

One non-hierarchical MAC model is Domain and Type Enforcement (DTE). In DTE, active entities are assigned “domain attributes” while passive entities are assigned “type attributes”. A table is then used to list rows of all domains and columns of all types supported by the access control system. At each intersection of domain and type, there are indicators of all access modes (e.g., read, write, execute, traverse) that active entities in the domain are allowed to perform on passive entities of the intersecting type.

DTE provides the basis for Role-Based Access Control, Attribute-Based Access Control, and Risk Adaptive Access Control; it is also useful for implementing compartmentalization. Compartmentalization is a form of isolation in which interactions between passive and active entities are mediated not based on non-hierarchical considerations rather than hierarchical levels of access vs. privilege. Such non-hierarchical considerations include an active subject’s need-to-read, need-to-write, or need-to-execute a given passive object.

### 5.5.1.3 Security-enhanced operating systems

Operating system security-enhancements range from add-on security functions, such as mobile code signature validation, input/output filtering, and disk encryption, to middleware such as pluggable authentication modules, to a full mandatory access control capability including reference monitor. In some cases, security features are either built in to a “secure version” of a common operating system by its vendor or a third party, or packaged as a third-party “add on” product.

### 5.5.1.4 Hardened and security-enhanced operating systems

A number of vendors offer secured or “locked down” versions of operating systems. Many of these are application-specific, i.e., they are used for hosting specific types of high-consequence applications, such as firewalls, intrusion detection systems, virtual private network servers, etc. The operating systems have been stripped of all features (services and resources) that are not expressly used by the application, and are pre-configured with the most restrictive access control and networking settings possible, thus minimizing the “attack surface” of the resulting
operating system. The intent of these operating systems is similar to that of the minimized kernels described below.

A few vendors offer secure operating system enhancement packages, such as Argus’ PitBull and Hewlett-Packard’s VirtualVault, that integrate full-blown DTE or mandatory access controls to commodity operating systems.

### 5.5.1.5 Minimized kernels and microkernels

Minimized kernels and microkernels are modified versions of existing operating systems from which problematic and unnecessary features have been removed to produce a small, well-behaved environment that provides only the minimum core set of services and resources needed by the software systems that run on them. Developers who write for these kernels need to be fully aware of what services and resources are missing, to ensure that their software does not rely on those services. Determining whether an acquired or reused component can run on one of these systems can be a challenge. An emerging type of microkernel is the secure microkernel, also known as “separation kernel”, “secure hypervisor”, or “secure µkernel”.

The main design goals of a secure microkernel are to decrease the size of the core trusted code base, and to put a clear, inviolable interface between the trusted code base and less trusted code. The kernel represents a small trusted system, and can be implemented by hardware, software, or a combination of the two. When implemented by software, it will be very small by contrast with the large system libraries of conventional operating systems or virtual machine monitors. Secure microkernels are extremely limited in the services they attempt to provide. These usually include hardware initialization, device control, application scheduling, and application partitioning.

For purposes of software security, this last feature may be the most important. Even with this limited set of services and security features, the separation kernel can run the services of a conventional operating system or a full virtual machine while maintaining a high level of security. By enforcing a process (or application) separation policy, the secure microkernel can guarantee that two independently running processes or virtual machine (VM) environments will not be able to affect each other (thus the designation “separation kernel”). This process separation (or isolation) ensures that malicious code inserted into one isolation segment of the kernel cannot access or steal resources, corrupt or read files, or otherwise harm the processes and data in another isolation segment.

Secure microkernels are most often used in combination with conventional operating systems, to host VMs, or in embedded systems to directly host application-level software. A number of secure microkernels are system specific. This is particularly true of secure hardware microkernels, such as those used in smart cards, cryptographic devices, and other embedded systems.

There are some secure microkernels emerging that are intended to be system-independent and thus can be more widely adopted. The now-obsolete Trusted Mach operating system was among the first to implement a secure microkernel. Examples of secure microkernel
implementations include the Multiple Independent Layers of Security (MILS) Partitioning Kernel \(^{33}\) (developed by the NSA and the U.S. Air Force Research Laboratory), the Flux Advanced Security Kernel (sponsored by NSA and embedded in SE Linux), Safe Language Kernels, such as J-Kernel (developed by Cornell University and sponsored by the Defense Advance Research Projects Agency), as well as a number of other security-focused microkernels developed in the U.S. and abroad.\(^ {34}\)

### 5.5.1.6 Virtual machines

Isolation is the aspect of VMs most frequently cited as improving the reliability and security of software running within those VMs. Isolation means that software within the VM obtains the specific resources (memory, hard drive space, virtual network interface, etc.) it needs to operate—the VM directly accesses these resources on the software’s behalf, in essence acting as the software’s host while isolating it from the actual underlying platform (operating system and/or hardware, depending on the type of VM), while preventing the software from affecting any programs and resources that reside outside the VM. Other VM features that aid in improving dependability, trustworthiness, and/or resilience are load balancing, support for image restoration, and introspection. VM implementations range from virtual application programmatic interface (API) layers (such as those provided by the Java Virtual Machine [JVM] and the .NET CLR) to operating system virtualization, to full system (hardware and software) virtualization.

VMs, especially those that implement full system or operating system virtualization, are large and complex, and unsurprisingly have been revealed to include their vulnerabilities that enables their isolation feature to be bypassed. It has been suggested that use of “ultrathin” (i.e., very small functionality-limited) VMs can increase the VM’s robustness and reduce the likelihood of VM vulnerabilities, in the same way that smallness and simplicity reduces likelihood of vulnerabilities in other software.

---

\(^ {33}\) MILS-compliant microkernel implementations are found in the DO-178B/Aeronautical Radio Incorporated (ARINC) 653-1 compliant real time operating systems (RTOSes) from LynuxWorks (LynxOS-178), Green Hills Software (INTEGRITY), and Wind River Systems (VxWorks). DO-178B is a Radio Technical Commission for Aeronautics standard for development processes used to produce safety-critical applications, while ARINC 653-1 (ARINC Specification 653: Avionics Application Standard Software Interface, Supplement 1, Draft 3) is an Airlines Electronic Engineering Committee standard for safety-critical systems. Both of these safety standards describe safety microkernels that should be used for partitioning and isolating safety-critical processes and non-critical processes in real time aviation systems. In the case of ARINC 653-1, the safety microkernel is called the Application Executive. As the MILS compliance of the RTOSes cited above suggests, safety microkernels provide most of the features required for separation of privileged and unprivileged processes in trusted operating systems. This is especially true when the microkernel does not have to enforce data separation and information flow security with a higher level assurance than that afforded by operating systems certified at Common Criteria Evaluation Assurance Level 4.

\(^ {34}\) Examples include the L4 Secure Microkernel (seL4) for use with the Embedded Real Time Operating System; VFiasco, a formally-verified version of the Fiasco µ-kernel; µSINA, used in the Nizza security architecture; kaneton; and Coyotos, a refinement of EROS.
5.5.1.7 Trusted processor modules

Similar in intent to virtual machines (VMs) and sandboxes, trusted processor modules (TPMs) use hardware to enforce VM-like isolation of processes, in terms of their interactions with other processes and their access to data and resources. In addition to the commercial TPMs now available, the DoD’s Anti-Tamper/Software Protection Initiative is working to produce trustworthy, tamperproof hardware modules for hosting high-consequence software.

5.5.1.8 Tamper-resistant processors

Often use hardware-based cryptographic solutions, such as copy-protection dongles, tamper-resistant processors provide software license enforcement and intellectual property protection by deterring reverse-engineering and illegal copying of software hosted on those processors. Tamper-resistant processors also deter unauthorized modification of that software, and thus provide a lower-assurance alternative to TPMs for protecting the integrity of hosted software.

<table>
<thead>
<tr>
<th>Suggested Resources</th>
</tr>
</thead>
</table>

5.5.2 Application frameworks

Application frameworks are increasingly being used to provide application software with a standard set of interfaces to middleware-level and environment-level services. In addition, application frameworks also provide middleware-like services, software libraries, prepackaged applications, and other resources to help the application developer. The services provided by the framework constitute standard implementations of functions (including security functions) that can be invoked by applications implemented within the framework. The security services (encapsulated security functions with APIs) application frameworks commonly provide include encryption/decryption, user authentication and authorization, hashing and code-signing. By providing standard services, the framework eliminates the need for the developer to write those functions from scratch.

The security functions provided by application frameworks that directly contribute to the security of the application software hosted within the framework include code signing and code signature validation, and the likelihood that applications whose components have been
integrated via the framework will contain fewer vulnerabilities and weaknesses originating in the inter-component interfaces and interactions.

Application frameworks may be low-level or high-level. Low-level frameworks are those included in application platforms such as Java and .NET. They usually provide a pluggable mechanism framework that supports a common front-end API for applications to use to request a variety of security functionality, and a backend service provider interface that can access multiple different security mechanisms and interfaces, such as pluggable authentication modules, Java Authentication and Authorization Service, Generic Security Service Application Programming Interface, Integrated Windows Authentication, Microsoft Security Support Provider Interface, IBM System Authorization Facility, etc.

Low-level frameworks are both flexible and complex, making them difficult for non-experts to use effectively. They are most useful for developing applications for which there is not a widely available set of “pre-packaged” standard APIs, protocols, and technologies, i.e., traditional client/server applications based on distributed object technologies such as Common Object Request Broker Architecture, Microsoft .NET Remoting or Distributed Component Object Model, or Java Remote Method Invocation. Low-level frameworks are also useful for extending or customizing the capabilities of higher-level security frameworks.

High-level application frameworks, including Web server and Web service frameworks, are provided by application servers and Web servers, such as Microsoft’s Internet Information Services and Active Server Pages for .NET (ASP.NET), Java EE servers, and Java servlet engines (e.g., Apache Tomcat). The main functions provided by such frameworks are configurable authentication, authorization, and access controls (e.g., Java containers) for the applications they host, as well as logging for a rudimentary audit capability. Web service provider frameworks also provide Web-service unique infrastructure components such as registries, as well as Web service management capabilities.

In addition to the two popular COTS application frameworks (Java EE and .NET, both of which use Java as a “managed code architecture” to control the behavior of client and server application code running within the framework), there are commercial frameworks such as Oracle SOA Suite as well as several popular OSS application frameworks, including Eclipse, Ruby-on-Rails (a framework for applications developed in the Ruby language), Jakarta Struts, Spring, and Hibernate.

When an application framework such as .NET, Java EE, Eclipse, etc., does not provide all of the services needed to satisfy a hosted application’s security requirements, the developer will need to programmatically extend or override the framework’s built-in capabilities. Each application framework supports programmatic security extensions via its own programming model.

From a software assurance viewpoint, reliance on application frameworks to provide high-consequence services, such as security services, is a two-edged sword. Few COTS and OSS frameworks have been developed in accordance with secure design, code, testing, and configuration management principles and practices, although some have undergone (or are undergoing) Common Criteria evaluations. In the absence of assurance that such security
considerations guided the framework’s own development, the developer of applications that will run in the framework has no independently established basis for assurance that the security functions and other high-consequence services on which his/her application will rely are dependable, trustworthy, or survivable.

For applications that need a medium to high level of software assurance, it may make more sense to implement a custom framework to provide high-consequence services, and to rely on a COTS or OSS framework only for services for which a low-level of software assurance is acceptable. In this way, the custom framework may be implemented as an extension to or overlay on top of a COTS or OSS framework, and the services it provides can, in fact, include services expressly designed to mitigate the security risks posed by the COTS/OSS framework. For example, the custom framework could include logic to rigorously validate all parameters sent to and all return values received from the COTS/OSS framework APIs.

**SUGGESTED RESOURCES**


### 5.5.3 Benign software on a malicious host

The possibility that the host on which software will operate may be malicious presents a particular concern since such software is made vulnerable, by the host, to a variety of attacks, including:

- Reverse engineering attacks;

- Fake library attacks, which attempt to fool software into believing it’s communicating with valid library functions when it is actually communicating with malicious functions that emulate valid functions;

- Memory tampering attacks, which attempt to alter memory content of software protection mechanisms to circumvent their protection;

- Kernel-level emulator attacks, which record and replay all communications between software and its environment-level protections. (Note that Microsoft claims that its current operating systems provide security measures that make this type of attack infeasible or impossible.)

The need to minimize the risk to software from a malicious host highlights the importance of verifying the trustworthiness of the host(s) on which the software is expected to be installed. More importantly, it highlights the need to design and implement the software to have as few dependencies on and interactions as possible with the untrusted components of its execution environment.
5.6 SECURE ARCHITECTURE AND DESIGN METHODOLOGIES

Three of the security-enhanced requirements engineering methodologies listed in Table 4-2—TRIAD, AEGIS, and AOM—also support secure software architecture and design modeling. In addition, MDA can be adapted to support the concepts, and framework and tool augmentations needed to add constructs for generating executable secure software models.

**SUGGESTED RESOURCES**

6 SECURE COMPONENT-BASED SOFTWARE ENGINEERING

Under pressure from their customers to produce software more quickly, software engineers frequently turn to existing (COTS, OSS, reusable legacy) components about whose security properties and assurance they have little or no knowledge. This lack of knowledge makes it difficult to determine what security assumptions those components harbor about the environment in which they will operate and the other components with which they will interact.

Component-based software engineering also makes it difficult to validate the requirements, including security requirements, for the whole software system in which the COTS/OSS components will be used as it will be difficult to determine whether those components do, in fact, satisfy the software assurance-related requirements for those individual components (given their role in the system) and for the system as a whole, such as requirements for a given component to exhibit only safe behaviors and constrain all unsafe behaviors.

Once there has been an investment in and familiarity gained about a given component, there will be a strong temptation to reuse that component across multiple systems operating in a variety of environments. In each system, the same component may play a different role. Its behaviors and state changes—both those externally observable and those not—are unlikely to be equally satisfactory in all of these systems and environments. The component that proves adequately secure when combined with the other components of System A in System A’s environment, but may prove inadequate when combined with the different components of System B in System B’s different environment.

The COTS and OSS components most often used in software-intensive systems include:

- **Environment components**, such as: firmware, device drivers and Basic Input/Output System (BIOS), operating systems, and networking and network security (e.g., Internet Protocol Version 6) software;

- **Middleware components**, such as: software libraries, application frameworks, expert systems and other artificial intelligence “engines”, financial analysis kits, database management systems, Web and application servers, grid computing services, and security components such as public key infrastructure components, single sign-on services, pluggable authentication modules, and Kerberos components;

- **Application-level components**, such as: directory services; email/messaging services; Web service discovery services; spreadsheet packages; browsers.

In addition, on most software development projects, many if not all of the tools used by the developers, including specification and design tools, coding and compilation tools, integration/assembly frameworks, testing tools, code signing tools, etc., are COTS or OSS.
The security properties, assumptions, and vulnerabilities and weaknesses of these components all need to be considered when (1) determining which specific product or implementation to use; (2) architecting, designing, and assembling the system to minimize the exposure of existing vulnerabilities and the introduction of new vulnerabilities as a result of mismatched assumptions, inadequate constraints on behaviors, etc., as well as implementing any custom wrappers, filtering interfaces, etc., to mitigate security issues introduced by COTS/OSS components.

Note that individual component security evaluations focus on the component in isolation. Examining a component in isolation will not reveal the security assumption and interaction conflicts that will arise when the component is assembled/integrated together with other components. Such conflicts, often referred to as security mismatches, usually originate in an inconsistency in the security assumptions one component has about another’s security properties, functionality, policy rules, constraints, etc., and those that the second component actually exhibits. The problem is complicated by the need to periodically add or change the functionality of individual components or the system as a whole, often necessitating changes to the assembly’s design, as well as to the individual components.

Even if the security of all of the system’s individual components could be established, this would not be sufficient to predict whether their secure behavior would continue to be exhibited when they interacted with other components in the larger component-based system. Nor will it help predict the overall security of the system assembled from those components.

The security claim for a single component (e.g., in an assurance case) in a system assembled from multiple components is of little help in determining the assurance of the whole system. For this reason, the component security evaluations should not be performed in isolation. An assembly architecture framework should be used to model, test, and evaluate the security of behaviors among pairs and larger combinations of interacting components. The outcomes of these pairings/combinations should help narrow down the acceptable combinations components and thereby point to the set of components that collectively operate the most securely. It is this set of components that should, if possible (given other considerations) be selected for use in the system.

This said, the component evaluator needs to recognize that changes in future versions/releases of the components may change the nature of their interactions/behaviors when combined with the system’s other components. Any component evaluation reflects a single point-in-time understanding of the components under consideration. For this reason, some trends analysis of how secure previous versions of the components have been, and whether there has been a general trend towards more rather than less security may also provide a helpful data point in determining which components are most likely to continue as secure through future updates.

35 This is true of Common Criteria evaluations which, moreover, focus almost exclusively on the correctness of the component’s security functionality rather than its dependability, trustworthiness, and resilience.
6.1 ARCHITECTURE AND DESIGN CONSIDERATIONS FOR COMPONENT-BASED SOFTWARE SYSTEMS

Because there is likely to be more than one component that can satisfy the purely functional requirements of the software system, modeling of the software architecture should focus equally on developing alternative models to accommodate the evaluation of functionality in “competing” candidate components, and determination of which component combinations will result in the most secure collective behavior and the least number and exposure of vulnerabilities.

A component assembly modeling framework can be extremely helpful in generating different architecture models (or “assembly options”) that can then be used to guide integration when evaluating candidate components, as well as when building the system from the components that are ultimately selected.

The architecture/framework in which the components will be integrated/assembled should minimize the exposure of each component’s vulnerabilities, and constrain the potential for a component’s insecure behavior, state change, or failure to negatively impact other components in the system. The least trustworthy, most vulnerable components should be located in the architecture in the least exposed positions in terms of access to and by entities external to the system, and other untrustworthy components within the system. They should never be trusted to perform high-consequence functions.

Component-based development influences architecture and design in the following ways.

- The different component architecture models must be based on both explicit and implicit assumptions about how each component will interact with the other components (i.e., will the component play a service-providing or protective role, or a dependent role?).

- The suppliers of COTS components (as well as those of other binary components, e.g., GOTS, shareware, freeware [non-open source], and often legacy) virtually always retain the intellectual property rights to their components’ source code. Most suppliers of binary components intend for those components to be used without modification. A binary component is, therefore, a “black box” whose functions, interfaces, and constraints can only be changed through reconfiguration via an internal interface, and then only to the extent supported by the component. Otherwise, external means such as filters, application firewalls, XML gateways, and
security wrappers must be used to counteract any unacceptable security behaviors and to mask as many vulnerabilities as possible in the component itself.

- When a particular component is selected, the ongoing security posture of the component, and thus of the whole software system depends, at least in part, on the priorities of the component’s supplier in terms of how discovered vulnerabilities are addressed, how often patches are released, the security impact of changes in new versions, etc. Developers can never be sure when or even if the supplier of a particular software product will release a needed security patch for a reported vulnerability that might render a selected component otherwise unacceptable for use in the software system. For this reason, the system design needs to be able to easily accommodate:

1. Replacement of components with new versions or with substitute components from different suppliers;
2. Reconfigurations of components;
3. Insertion of countermeasures (such as wrappers) to mitigate security vulnerabilities discovered after the system has been integrated (and not yet patched), including those resulting from new versions or substitutions.

The ideal component-based architecture and design should be as generic as possible. It should reflect the roles of the components but not the specific implementation details of any specific COTS or OSS package. This means, of course, relying to the absolute greatest extent possible on standard interfaces and avoiding proprietary interfaces.

**SUGGESTED RESOURCES**


- **Software Security Assurance, Sections 5.1.1.1-5.1.1.2.2.**


6.2. Security Issues Associated with COTS and OSS Components

Properties and capabilities delivered in COTS/OSS components do not always map directly to the requirements of the system in which the components will be used. Many commercial developers admit that security is not a major requirement of most of their customers, so it is not a major consideration in the development of the commercial software product. Specific security issues commonly found in COTS and OSS components are discussed below.

6.2.1 Lack of visibility (the “black box” problem)

COTS and other reused binary components (i.e., GOTS, shareware, freeware, reusable legacy) present a challenge because the lack of source code and detailed design specification means the analyst cannot determine what the internal behaviors and state changes actually are, except in so far as those behaviors/state changes are externally observable. In short, the only practical analyses possible for most binary components are those that treat the components as “black boxes”, with observations limited to how the component interacts with external entities (humans, execution environment, other software, etc.). What goes on within the component is unknowable.

Even middleware components and development tools, such as software libraries, that one would expect to be documented fully and in detail to aid the developers who are their intended users, often have only their interfaces well-documented. This is because the vendors of these components and tools are motivated by the imperative to protect their intellectual property (e.g., algorithms, data, parameters), and thus are reluctant to reveal how the internals of those products actually work. Similarly, hardware-level components often contain a great deal of information about the underlying hardware and architecture design. This is information that device/platform developers often wish to hide from software developers and system users, to deter competitors and hackers from studying and reverse engineering their products.

To a great extent, the analysis and testing of black box components is an exercise in discovery of component’s (one hopes strictly defined) inputs and outputs, assumptions (i.e., about the services, protections, etc. the component expects to obtain from external components at various levels), and pedigree/provenance (indicating something about the trustworthiness of the
component’s developers and the likelihood that they used a disciplined engineering process to produce the component).

In-depth security testing will require that each individual component be tested as thoroughly as possible, not just for its interactions and externally observable behaviors under expected operating conditions, but for its interactions/behaviors under unexpected and even seemingly impossible conditions. The expected conditions will be those manifested when the component is combined, as intended, with the other components of the system in which it will be used. The unexpected conditions will be those that arise when any of those other components behaves anomalously or maliciously, or fails to operate at all, leaving the component being tested exposed to direct interactions with entities it was not intended to interact with.

To increase the inherent “knowability” of components, and particularly binary components, use of open standards for the component interfaces should be a component selection criterion that cannot be waived. The ability to study the standards documents to understand the details of the standards-based interface (including known vulnerabilities and available countermeasures for those vulnerabilities) can compensate, to some extent, for the lack of detailed specifications of how the interface was implemented in the specific component under review.

Using open standards also enables a more “apples to apples” comparison of how multiple candidate components operate; they are all expected to communicate externally in the same way, so the comparison can focus on deviations and revealed vulnerabilities in those interfaces, rather than on comparing two different types of interfaces used for the same purpose. Once a component has been integrated into the software system, if it later proves inadequate, its open standards-based interfaces will make it easier to replace with a more satisfactory component that supports the same standards-based interface.

6.2.2 Ignorance of pedigree and provenance

Pedigree of software refers to information that identifies the software’s:

- **Development practices**: How was the software built? What methodologies, practices, tools were used?

- **Developers**: Did the development process include checks and controls to establish trustworthiness of developers? Is this possible on large, distributed community development (OSS) projects in which many developers use aliases?

- **Requirements**: Is the specification available? If so, were security requirements included? Are those requirements relevant to the security goals of the system in which the component will be used?

- **Review and testing regime**: Unless there is explicit evidence to the contrary, it should be assumed that security was not considered during a component’s reviews and tests.
Provenance of software refers to information that identifies the influences on the software after its initial creation. These exposures include:

- **Distribution practices** such as bytecode obfuscation, code signing, or any other intentional or unintentional code modifications that occur during distribution;

- **Installation practices and runtime configuration** of the software and its execution environment;

- **Operational exposures**, including changes to its execution environment, user interactions, and interactions by other software (malicious and non-malicious);

- **Intentional and unintentional runtime modifications**, e.g., through runtime interpretation, dynamic linking, installation of patches/updates, malicious code insertion, *etc.*

Reliable knowledge about pedigree and provenance allows the evaluator of COTS and OSS components to make some fairly reliable assumptions about how the component was built and maintained, and by whom; the more is known about how the component was created and the influences to which it has been exposed since its creation, the more reliable the assumptions.

There are difficulties in discovering reliable pedigree/provenance information, however. COTS components are often the product of multiple development teams, some of which are contractors to the supplier-of-record; these teams may be located offshore. OSS components are often the product of collaboration by a “community” of developers in dispersed geographic locations, often working under aliases. While some well-known OSS communities, such as the Linux and Apache communities, follow extremely disciplined SDLC and version control practices, many other smaller OSS projects do not subject themselves to the same rigor.

In both COTS and OSS development, unless the development process includes strict checks and controls that establish developer trustworthiness based not just on an initial background check, but based on observation of the developer’s behavior and performance over a relatively long period, the user of the COTS/OSS component will be at the mercy of the developers’ unknown and undiscoverable (and even non-inferable) national and political affiliations, ideological tendencies, malicious proclivities (and skills to act upon them in their code through surreptitious, virtually undetectable sabotage *via* embedded malicious logic).

The tools and services provided by Palamida and Black Duck Software represent the current state-of-the-art in pedigree and provenance discovery. These tools able to discover pedigree “hallmarks” in source code in repositories, COTS products, and large software systems. Initially, their focus was license enforcement, but Palamida now offers service that also attempt to verify security based on pedigree-related evidence. These service providers only make their discovered pedigree data available to paying subscribers. A less sophisticated approach that is widely available is the use of open source pedigree discovery tools for finding
common OSS code segments in large source trees, e.g., comparator and filterator. These tools are limited to flagging OSS content; they provide no helpful metadata about that content.

Given the limitations on the types and reliability of pedigree/provenance information is most likely to be discoverable, the component evaluator’s best use of such information is as input to the decision on whether and how to proceed with the security evaluation of the component. For example, if there is no pedigree information available at all, this lack may be used to justify rejection of the component, particularly if it was being considered for implementing a trusted or high-consequence function, and/or as a component in a national security system in which 100% U.S. (or other nationality)-originated content is required. At a minimum, inadequate pedigree and provenance information should trigger the following:

- Deeper security analysis of the component than would have been required had reliable evidence of its secure development process been found;
- Use of environment-level controls to isolate the component from other, more trusted components and to constrain the component’s execution to minimize potential damage from its non-secure behavior or compromise.

### 6.2.3 Questionable validity of security assumptions

The security functions and properties/attributes of acquired or reused components reflect certain implicit and sometimes explicit assumptions made by that software’s supplier, including assumptions about the original supplier’s specification of security requirements for the component, the operational contexts in which it is expected to be used, and the presumed business processes of its users. The supplier’s assumptions rarely match all of the security requirements, contexts, and operational processes (current or anticipated) of the role the component is intended to fill in the integrated/assembled software system.

Each software component has its own set of security assumptions and requirements regarding the other components and external entities with which the component expects to interact, and the environment services and protections it expects to receive. Lack of visibility into COTS and other black box software makes it particularly difficult to discover what its security assumptions and requirements are, and whether or not they are consistent or conflict with the security assumptions of the “generic component” in the system architecture whose role they are intended to fulfill in the software system.

### 6.2.4 Presence of unused and unexpected functions: dormant, dead, and malicious code

Lack of visibility into the source code of COTS and other acquired-as-binary components, and lack of time and resources to thoroughly analyze the source code of OSS and other source-
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36 Available at: http://catb.org/~esr/comparator/
code-available components, means that it is not possible for the developer to know exactly what the component’s code base consists of—not just in terms of the nature of the code that implements the functions for which that component is being used in the software system, but in terms of code for functions not used, and code that simply remains in the component’s code base because its removal was considered unimportant or risky. There are three kinds of “unexpected” code possible in COTS/OSS components:

- **Dormant code:** This is the code that implements the features that will not be used when those components are assembled into a the software system being built. These features and their interfaces are fully functional; they simply will not be invoked in the normal course of executing the component within the software system. However, they can easily be invoked unintentionally, with unexpected and potentially dangerous results. Also, because the dormant features are not used in the software system, they are unlikely to undergo thorough analysis and testing unless such analyses/tests are expressly added to the system’s security review and test plans;

- **Dead code:** Because many COTS and OSS software components are the result of multiple evolutionary “builds” over time in which new features are often added to replace older obsolete features. In many cases, the older code is simply “cut” or “blocked” off by eliminating its external and call-level interfaces, rather than actually being removed; this is because the implications of removing old code, particularly code that has been part of the component through many previous version, are not well understood by the developers who build the later versions. It is very likely, therefore, that larger and more complex COTS/OSS components that have a long history of versions (e.g., operating systems, database management systems, popular applications) contain “dead code”, i.e., code that has been “blocked off” but not removed from the component’s code base. While the elimination of expected interfaces to the dead code reduces the risk that such code will be inadvertently executed, there are still conditions under which such execution might occur, particularly if the code is suspected or known by an attacker to be present, and the attacker therefore crafts and exploit specifically to reach that code and trigger its execution. The problem, as with dormant code, is that the results of such an execution are unpredictable and potentially dangerous. Even more than dormant code, dead code is unlikely to undergo reviews, and crafting tests to trigger its execution to observe what results can be a challenge;

- **Malicious code:** Embedded malicious logic such as logic bombs, time bombs, Trojan horses, and malicious bots, is the third type of unexpected code found in COTS, OSS, and other acquired and reused components. Unlike dormant and dead code, malicious code is intentionally built to cause the component to behave non-securely and to compromise or damage the system in which the component resides, the environment in which it operates, and/or the external entities, resources, and data with it interacts. Like dead code, malicious code is not expected to be present, and thus finding it can prove particularly challenging.
Presence of unused code can make analysis of what is used more difficult. Because the code is not expected to be executed, testers may not think about executing the unused portions of the program to ensure they cannot be used to compromise the rest.

Secure assembly/integration requires the maximum possible isolation and constraint of code portions/functions not used in the software system. Isolation and constraint should focus on allowing access only to functions that are intended to be accessed. In essence, these functions should be isolated from the external access (human or process) to the unused functions, so as to prevent the inadvertent execution of the unused functions, and to limit the impact of any inadvertent executions that cannot be prevented so that those executions do not threaten the secure operation of the system as a whole.

6.3 SECURITY EVALUATION AND SELECTION OF COMPONENTS

The developer’s understanding of a component’s security properties must not be based wholly or even predominantly on the supplier’s claims about that component. Only an objective, thorough, and detailed security evaluation of the components that are being considered for use in the software system can provide reliable data on the security assumptions of the component, and the presence of insecure behaviors and state changes, and of vulnerabilities and weaknesses in it.

Much of the selection process for acquired and reused components should focus on determining and mitigating the impact of conflicts between assumptions and requirements. These include conflicts between supplier and integrator assumptions and requirements for how the component will be used and in what environment. They also include conflicts between the security assumptions (e.g., about environment services that will be available) that the architect has made on behalf of the notional components that “populate” his/her architecture, and the security assumptions under which the components selected to fulfill the notional components’ roles were developed.

The ability to determine assumptions made by component suppliers in and the components they supply will be particularly difficult in the absence of source code and/or high-quality detailed technical documentation for those components. For this reason, the availability of source code and documentation should be a key criterion in the selection of components that will perform high-consequence functions in the assembled system.

Developers should never assume that a black box (binary) component’s calls to external functions (e.g., in execution environment components) will always succeed. Instead, the developer should use a technique such as black box debugging (see Section 8.2.2.5) to observe all call data passed from the component and any external components, and check the return values of all function calls to those external components. This will enable the developer to
pinpoint flaws in those external components that threaten the dependable operation of the software.

All of the considerations discussed in section 6.1 and 6.2 need to be taken into account in the evaluation and selection of components.
SUGGESTED RESOURCES


6.3.1 Steps in a component security evaluation

A component’s security evaluation should include the following steps:

1. **Availability of components that satisfy requirements**: Determine the availability of COTS or OSS components that provide the needed functionality, and conform (at least to some extent) with the security assumptions made by the developers about and by the generic architecture components whose roles will be fulfilled by the actual COTS/OSS components.

2. **Security assumptions**: Establish the set of security assumptions made by each generic component in the system design; the component security evaluation will compare these assumptions against the set of assumptions that can be derived from the actual components being evaluated to fulfill the generic component’s role in the system.

3. **Interface definitions**: Establish the set of inter-component and extra-component interfaces (e.g., RPCs, APIs) that must be provided by each generic component,
along with the security protection requirements for each interface; the interfaces of the actual components can be compared against these interface and interface-security requirements.

4. **Assembly architecture-framework**: Define and implement (or acquire) a component assembly architecture-framework in which to test combinations of candidate components that are intended to fulfill the roles of the generic components in the system architecture.

5. **Design trade-off methodology**: Define or select a methodology, set of metrics by which design trade-offs that must be made in order to accommodate use of the different actual components can be quantified and a measurement of each component’s fitness for secure use can be computed;

6. **Evidence on which to base evaluation**: Gather as much evidence as possible of a variety of types and from a variety of sources, to ensure that there is sufficient information on which to base the security evaluation. Direct evidence is preferable to indirect evidence; this said, there are likely questions that cannot be answered by direct evidence alone - particularly when it comes to COTS and legacy components for which no source code or technical (vs. user/administrator) documentation is available - and indirect evidence can be helpful in “filling in gaps” in knowledge that cannot be gained through analysis of direct evidence alone.

Direct evidence includes source code and detailed design specifications - i.e., it is evidence that enables the direct analysis of the content of the software. The security analysis of direct evidence will necessarily be limited by the resources and time available to analyze it; the larger and more complex the code, the less realistic it will be to attempt an analysis of more than a small proportion of the total code base or design spec. But no matter how large/complex, at a minimum, the analysis should include the software’s high-consequence functions and external interfaces.

Indirect evidence includes the following:

- Software developer, “black hat”, and “white hat” Websites, newsgroups, listservs, etc.;

- Vulnerability scan results;

- Higher level technical documentation (requirements specification, architecture, pre-existing test results), and documentation of standards and technologies used in the component;

- Independent security incident, error, and vulnerability reports (supplier reports as well as independent reports from Computer Emergency Response Teams [CERTs], Computer Security Incident Response Teams [CSIRTs], IA Vulnerability Alerts [IAVAs], Bugtraq, National Vulnerability Database, etc.);
these are of greatest value in supplier assurance-related analysis of the supplier’s track records in patch issuance and product vulnerability/security improvement over time;

- Published reviews, case studies, lessons learned, etc., indicating an established track record of secure use of the component by other organizations in software systems/applications operating under environmental conditions and risk factors similar to those for which the component is currently under consideration;

- Reliable pedigree and provenance information.

7. **Component evaluation models**: Evaluate components using the following models of the desired component-based system:

- *Software security model* describing the acceptable (manageable) distribution of security vulnerabilities in various individual components. This model will be used to compare the vulnerability distribution in the actual components against what is expected in the system-as-designed;

- *Service composition model* describing the interactions of generic components in the system architecture, and the anticipated behaviors of those components if subjected to malicious and anomalous interactions with external entities. This model will be used to compare the behaviors of actual components (in generic component roles) when they are subjected to the same malicious/anomalous interactions;

- *Attack exposure model* estimating the amount of knowledge a low-skilled, medium-skilled, and highly skilled attacker is expected to have about vulnerabilities and weaknesses in COTS and OSS components. This model will help determine the probability that a known vulnerability in a given component will be exploited when that component has been assembled into the software system.

8. **Component combinations**: Using the assembly framework, test various combinations of candidate components to determine:

- Which components exhibit the most consistently secure behaviors and state changes in response to inputs/messages from other components, the environment, and humans;

- Which components output the most consistently acceptable data;

- Which combinations of components are the most difficult to force into insecure states/behaviors/failures.
By establishing the combination of components that proves the most secure in terms of state changes, behaviors, and interfaces both the individual components that should be selected will be revealed, and the best architecture for integrating/assembling those components will also emerge.

9. **Architecture adjustment**: The security elements of the system architecture should also be adjusted as an outcome of the component evaluation and selection process. A given set of components assembled in a certain way may still exhibit residual risks that must be further mitigated by the application of additional security constraints, wrappers, filters, isolation mechanisms, *etc*. As part of the component selection process, the cost (in terms of time and resources) needed to implement and/or acquire and configure these additional security measures should be weighed against the cost of using a functionally less acceptable component, or the cost of custom developing a component instead of acquiring or reusing one.

**6.3.2 Questions to ask about components under evaluation**

Key questions to ask as part of the component evaluation include:

1. How “knowable” and “modifiable” is the component?

2. Does the component’s developer appear to have adhered to secure design principles, and followed secure coding practices and standards? (more easily determined for white box components);

3. If the component is a black box:
   a. Is it configurable so that undesired functions can be “turned off” and unused interfaces can be disengaged?
   b. Has it been obfuscated or otherwise protected to prevent reverse engineering? If the component is being considered to perform a high-consequence function, the ability to reverse engineer for code review may be required.

4. If the component is inadequate in terms of exposed vulnerabilities or non-secure behaviors:
   a. Is there an alternative component that provides the same functionality? This determination naturally requires the security evaluation of the identified alternative component.
   b. Would it be less costly in the long run to custom develop the functionality? Determining this requires a comparative analysis of whole-life cycle costs for custom development *vs*. cost of security measures, constraints, *etc.*, plus the risk that each new version of the inadequate component might be incompatible with the security measures developed for the previous version,
thus requiring additional countermeasure or constraint development later on. For high-consequence functions as well as simple functions, it may well be more cost effective to custom-build.

6.4 IMPLEMENTING SECURE COMPONENT-BASED SOFTWARE

Preparation of components for assembly/integration entails:

1. Tailoring the components to fulfill the requirements of their roles in the component-based system. Security measures implemented to mitigate component-based risks (e.g., input validation filters, isolated execution areas, etc.) should be captured as part of the requirements for the system;

2. Modifying component software (especially OSS, if possible and desirable), to mitigate security vulnerabilities and non-secure behaviors that cannot be corrected using wrappers, filters, virtual machine isolation, etc.;

3. Designing, coding, and testing of “glue code”, wrappers, filters, etc.

In addition to wrapping, filtering, and constraining, an additional countermeasure for addressing vulnerabilities and non-secure behaviors in components is software dynamic translation, a tool for instrumenting programs by performing substantial rewriting of their code at runtime. Originally conceived to reduce software’s execution time, dynamic translation is increasingly been used to add security policy enforcement to software, to prevent code and command injections, and to otherwise compensate for security shortcomings in existing software. Resources describing security-specific use of software dynamic translation are provided at the end of this section.

The actual assembly/integration process entails integrating and testing the components in combination with other components. The system’s security requirements will not be fully validated until all of the components of the system have been established to be working securely in combination. Note that certain combinations of components should be expected to introduce or expose security vulnerabilities that did not appear when the components were examined individually.
SUGGESTED RESOURCES

Those cited at the end of the previous section, plus:


6.5 SECURE SUSTAINMENT OF COMPONENT-BASED SOFTWARE

There should be ongoing analysis throughout the integrated/assembled system’s lifetime to assure that its security requirements remain adequate, and that it continues to satisfy those requirements correctly and completely even as acquired or reused components are patched, updated, and replaced.

Sustainment will include the evaluation to determine which patches, upgrades, etc., can be safely adopted. Note that applying upgrades/patches may also entail modifications to wrappers and filters to accommodate new or changed interfaces. Upgrades may also require recertification and some level of integration and testing (whole system level) to ensure that security constraints will still be satisfied in the system after the upgrades occur.

Vendors’ contractual obligations regarding security and quality must also be determined to be satisfied in all new product versions over time. License or maintenance fees should to be paid
to ensure that all updates, upgrades, and ongoing vendor support contracts are also maintained.

Developers/maintainers should anticipate ongoing changes to system requirements, and ongoing need to develop bug fixes and security patches to custom-developed components, as well as new wrappers and other countermeasures to address vulnerabilities in replacement and upgraded acquired components.

Over time, refactoring and/or reengineering of reused legacy components and even of OSS components may be indicated in order to maintain an acceptable security posture of the system as a whole.

### Suggested Resources


- *Software Security Assurance*, Section 5.1.1.4.


7 SECURE CODING

Secure coding is a prerequisite of defensive programming. Defensive programming is intended to produce robustly secure software. It requires the software’s behaviors to fall within the bounds of its design specification, regardless of the nature of its execution environment or the input it receives. Defensively programmed software:

- Does not rely on any parameters that are not self-generated;
- Assumes that attempts will be made to subvert its behavior, directly, indirectly, or through manipulation of the software to violate a security policy.

This section introduces secure coding principles and practices that will contribute to defensive programming and software security.

**NOTE:** In addition to the Suggested Resources below, consult the Suggested Resources for Section 7.1.3, and for the individual programming languages discussed in Appendix C.C.4.

<table>
<thead>
<tr>
<th>SUGGESTED RESOURCES</th>
</tr>
</thead>
<tbody>
<tr>
<td>Software Security Assurance, Sections 5.1.1.3 and 5.4.</td>
</tr>
</tbody>
</table>

7.1 SECURE CODING PRINCIPLES AND PRACTICES

As they write code, programmers should conform to the following principles.

7.1.1 Keep code small and simple

The smaller and simpler the code base is, the easier it will be to verify the security of the software. Programmers should implement functions in the smallest number of lines of code possible. Only required (by specification) functions should be included in the software.
Software should never contain unnecessary (i.e., not specified) functions. The number of flaws in the code that implements high-consequence functions can be significantly reduced by reducing the size of the source code modules that implement those functions.

Structured programming, avoidance of ambiguities and hidden assumptions, and avoidance of recursions and GoTo statements that blur the flow of control are effective techniques for achieving code simplicity and minimizing code size. Complex functions that would need to be implemented by large software modules should be analyzed and divided into multiple small, simple functions that can be implemented by small software modules. This will make the system easier to understand and document, thus making it easier to verify the security and correctness of the individual component and of the system as a whole.

All processes should be written with only one entry point and as few exit points as possible. To the extent possible, the system should be implemented with minimal interdependencies, so that any process module or component can be disabled when not needed, or replaced if found to be insecure or a better alternative is identified, without affecting the operation of system as a whole.

Object inheritance, encapsulation, and polymorphism are additional techniques that can help simplify code.

7.1.2 Use a consistent coding style

A consistent coding style should be used throughout the system’s from-scratch/custom code base (i.e., code written rather than obtained commercially or open source), regardless of how many programmers participate in writing that code.

The coding style defines the physical appearance of the code listing with regard to indentation, line spacing, etc., and should emphasize comprehensibility by code reviewers and maintainers who were not involved in writing the code. All programmers on the project should follow the same coding style guide.

Coding style should also be considered as an evaluation criterion for open source software. This is particularly true for code of software that will be used to implement high-consequence/trusted functions. As with from-scratch code, the acquired code’s clear, comprehensible coding style will make the security analysis of that code easier.

7.1.3 Follow secure coding standards and/or guidelines

Secure coding standards and guidelines identify safe coding practices and constructs and identify common coding flaws and constructs that can manifest as vulnerabilities, along with secure alternatives to those problematic flaws/constructs. These standards and guidelines, which should cover both what should be done and what should not be done when coding in all languages that will be used in the programming of the software, can be “home grown” — as is most likely to be the case for commercial software producers, or existing externally-sourced standards and guidelines may be used — which may prove helpful for government and
private-sector contractors who develop custom software. For example, the CMU Software Engineering Institute published secure coding standards for C and C++; these are included in the Suggested Resources at the end of Appendix C:C.4.1. While no comparably detailed secure coding standards have yet been published for other languages, there are some higher-level secure coding guidelines available for Java, Perl, etc. These are listed in the Suggested Resources sections for each programming language in Appendix C:C.4.

7.1.4 Make code forward and backward traceable

Structure the program code so that it is both backward and forward traceable. It should be possible to easily trace each requirement from the specification to its manifestation in the code, and each design element from its manifestation in the detailed design to its manifestation in the code. It should also be possible to derive each requirement and design element from its manifestation in the code.

7.1.5 Code for reuse and maintainability

The features that make code elegant and secure—simplicity, comprehensibility, traceability—also contribute to its reusability and maintainability. The programming team should start the coding process by writing a code specification that is clear, understandable, and comprehensive enough to guide other programmers in writing the specified code. This way, even if mismatches in design or architecture prevent later reuse of the code, that code will be easily maintainable.

The programmer should never assume that his/her source code will be self-explanatory. Extensive commenting and documentation, including the results of reviews and tests, will help other programmers and maintainers gain the complete and accurate understanding of the code that they need to reuse or modify it without introducing vulnerabilities.

7.1.6 Allocate memory and other resources carefully

Minimize the computer resources made available to each process. For example, for software that will run on Unix, use `ulimit()`, `getrlimit()`, `setrlimit()`, `getrusage()`, `sysconf()`, `quota()`, `quotactl()`, and `quotaon()` (also `pam_limits` for pluggable authentication module processes) to limit the potential damage that results when a particular process fails or is compromised and to help prevent DoS attacks on the software.

If the software is a Web server application or Web service, set up a separate process to handle each session, and limit the amount of central processing unit (CPU) time that each session in each process is allowed to use. This will prevent any attacker request that hogs memory or CPU cycles from interfering with tasks beyond its own session.

 NOTE: Designing all sessions to be atomic and resource-limited will make it difficult to create denials of service by spawning multiple sessions.
Memory locations for cache buffers should not be contiguous with executable stack/heap. Whenever possible, set the stack to be non-executable. See Section 6.5 for a discussion of how to implement secure memory/cache management.

**7.1.7 Minimize retention of state information**

The software should retain only the bare minimum of needed state information, and should frequently purge data written in cache memory and temporary files on disk. These measures will minimize the likelihood of undesired disclosure of sensitive information, including information about the software itself that can be leveraged by attackers, in case of the software’s failure.

**7.1.8 Leverage security through obscurity only as an additional deterrence measure**

Security through obscurity measures, such as code obfuscation, use of hidden files, etc., at best provide a weak deterrence against reconnaissance attacks and reverse engineering. Such measures should only ever be used in addition to a robust set of true security measures, to provide enough of an inconvenience factor to possibly deter unsophisticated and casual attackers.

**7.1.9 Avoid unauthorized privilege escalation**

The programmer should not write logic that enables users or processes to perform unexpected or unintended privilege escalations. Attackers can observe a process that attempts to reference another process that has higher privileges than its own, or that attempts to exploit race conditions in that second process. The attackers will interpret such actions on the first process' part as indicating laxness in privilege enforcement and authentication validation by the software system. Processes with higher privileges than the attacker should not be visible to the attacker; if the attacker can see the higher privileged process, he/she can exploit it to escalate his/her own privileges.

**7.1.10 Use consistent naming**

A common cause of security flaws in implemented software is incorrect developer use of aliases, pointers, links, caches, and dynamic changes without re-linking. To reduce the likelihood of such problems, developers should:

- **Treat aliases symmetrically**: Every alias should be unique, and should point to only one resource;

- **Be cautious when using dynamic linking**: This will avoid unpredictable behaviors that result from runtime introduction of components. For example, Java-extensible Web browsers rely on static type systems with link checks to enforce a wide class of important safety properties—properties that could be compromised through dynamic linking. Several approaches have been proposed to address the need for safe dynamic
linking, including: runtime and compile-time type-based analyses and procedural analyses, to ensure type safety of dynamically-linked code and to identify the code’s calling context and ensure that only the names needed in that context are linked, as well as use of proof-carrying code techniques for link-time validation of native code. These countermeasures have been found to address security issues, such as the introduction of unexpected behaviors and the unacceptable expansion, through dynamic linking, of a minimal trusted computing base. In the absence of such countermeasures, at a minimum, dynamic linking should be used only with code whose security and other critical properties are not put at risk by runtime additions, modifications, or replacements.

- **Minimize use of global variables:** When such variables are necessary, give the variables globally-unique names;

- **Clear caches frequently**;

- **Limit variables to the smallest scope possible:** If a variable is used only within a single function or block, that variable should be declared, allocated, and deallocated only within that function or block;

- **Deallocate objects as soon as they are no longer needed:** If they will be needed again later, they can be reallocated at that time. Use language idioms, such as RAII (Resource Acquisition Is Initialization) in C++, to automatically enforce this convention.

### 7.1.11 Use encapsulation cautiously

Incorrect encapsulation can expose the internals of software procedures and processes by revealing (leaking) sensitive information or externally inducing interference. Correct encapsulation is achieved through a combination of:

- Effective system architecture;

- Effective programming language design;

- Effective software engineering;

- Static checking;

- Dynamic checking;

- Effective error handling, with generic (uninformative) error messages sent to the user, while full error information is logged.

### 7.1.12 Leverage attack patterns
To use attack patterns to identify specific coding flaws (*i.e.*, bugs, valid constructs with negative security implications) targeted by relevant attacks, and ensure that these flaws do not occur in his/her code, the programmer should:

1. Determine which attack patterns are applicable: *i.e.*, which subset of available attack patterns are relevant given the software’s architecture and execution environment, and the technologies used to implement the software. For example, the *Buffer Overflow* attack pattern would be relevant for a C or C++ program running on native Linux, but not for a C# program running on .NET.

2. Determine what constructs, *etc.*, should not appear in their code, based on what attack patterns need to be avoided.

The following example illustrates how a programmer can leverage an attack pattern:

**Attack pattern:** Simple Script Injection

**Use to:** Avoid cross-site scripting vulnerabilities.

**Areas of code which this pattern is likely to target:** Areas from which output data is sent to the user from an untrusted source.

How to protect code against this attack pattern: If no countermeasure has already been implemented (*i.e.*, based on an architectural decision to include a self-contained input validator/output filter at the juncture between the server and the client), implement a programmatic countermeasure such as:

1. Convert potentially dangerous characters into their HTML equivalents to prevent the client from displaying untrusted input that might contain malicious data or artifacts, such as `<script>` tags inserted by an attacker. Examples of such conversions: "<" becomes "&lt;" | ">" becomes "&gt;"). There are third-party Java libraries that automatically perform such conversions; JavaScript’s `escape()` function also performs similar conversions. Note that such conversions need to be managed carefully to avoid potential unintended buffer overflow vulnerabilities that may result from routinely replacing single characters with longer character strings.

2. Implement an input validation filter that filters input based on a white list of allowable characters.

### 7.1.13 Input encoding and validation

Injection attacks are commonly performed against applications. These can take the form of format string attacks in C or cross-site scripting attacks in Web scripting languages. An application that accepts user input and forwards it on to the output or some trusted function may be targeted for attack. As such, it is important to properly validate input to ensure that it meets the application's expectations (*e.g.*, by verifying that the input has a certain length and contains no "special" HTML characters), and by securely handling any invalid input. In cases where input validation may allow potentially malicious characters (*e.g.*, “<” in Web applications), applications should encode these characters so that they will not be mistaken by other functions or relying applications.
7.1.13.1 Implementing input validation

Input from users or untrusted processes should never be accepted by the system without first being validated to ensure the input contains no characteristics, or malicious code, that could corrupt the system or trigger a security exploit or compromise. Validation of both unintentionally or maliciously malformed input is the most effective way to prevent buffer overflows. Programs written in C or C++ in particular should be checked to ensure they contain correctly implemented input validation routines that prevent incorrect program responses to input with unexpected sizes or formats.

Input validation should verify:

- The conformance of input to specified parameters for that input. These parameters include:
  - Length,
  - Range,
  - Format,
  - Type.

- The absence from input of any constructs that are not explicitly allowed and expected. Such constructs include:
  - Query strings,
  - Cookies,
  - File paths,
  - URL paths.

The length of every input element should be checked \( (i.e., \text{bounds checking}) \), and the acceptable length should be restricted to the shortest possible value.

Each component should do its own input validation unless the design ensures that trustworthy validation of the input has been successfully achieved before the component receives that input (example of design by contract). In many cases the application framework or integrated development environment being used will provide reusable code samples for input validation; for example, ASP.NET Validator Controls and JavaScript filtering.

As noted earlier, white listing is the preferred approach to input validation. White listing verifies that input conforms to defined acceptable parameters, and rejects all input that does not conform. White list validation has proved effective in filtering out input patterns associated with unknown attacks. By contrast, the other approach, black listing, verifies that input does not conform to defined unacceptable parameters associated with suspected malicious input. Black listing accepts all input that is not explicitly identified as “bad”. It is useless in protecting against unknown attacks. It can, however, be useful in weeding out some
bad input prior to white list filtering. It can also be used as a stopgap for filtering out attack input associated with zero-day vulnerabilities until a patch is available. Ideally, white listing and black listing will be used in combination, as indicated, with black listing preceding white listing.

Once bad input is detected, it needs to be handled. The best approach is to simply reject bad input, rather than attempting to sanitize it. However, there will be times when sanitization is necessary. If this is the case, all data that is sanitized should be resubmitted for white list validation to ensure the sanitization was effective.

7.1.13.1.1 Preliminary client-side validation

As a first line of defense against malicious users, it may make sense to include logic for preliminary validation of input within the client (e.g., as a browser plug-in implemented in JavaScript) before the accepted or sanitized input is forwarded to the server, where it will undergo more robust mandatory validation.

Validation on the client can help reduce requirements for bandwidth and server CPU cycles, because less unacceptable data will be forwarded from client to server, and more client-originated data will be valid and thus will not require sanitization by the server.

**Suggested Resources**


- Grossman, Jeremiah. “Input validation or output filtering, which is better?” On his Weblog, 30 January 2007. Accessed 14 December 2007 at:
7.1.13.1.2 XML schema and input validation

The rationale for validating input for Web services is no different than it is for any other type of software program. The first line of defense should be to perform XML schema validation to ensure the XML message is well formed and meets the data accuracy, completeness, and validity constraints. Validating using an XML Schema Design (XSD) helps prevent parameter tampering. XSDs also allow the use of regular expressions to define restrictions. For example, the following regular expression in XSD restricts the speed field to three integers ranging from 0-9:
Although well-formedness and validation can block a substantial proportion of Web service attacks, there are still vulnerabilities specific to XML that may not be caught using an XSD validator. The majority of these attacks are aimed at overloading the parser. When writing in Java, such attacks can be addressed, and potential for overflows and denial of service minimized, by using the secure processing feature of Simple API for XML (SAX) — `XMLConstants.FEATURE_SECURE_PROCESSING` — in Java API for XML Processing Version 1.3 (i.e., bundled with Java 1.5 and available as an option in earlier Java versions). Secure SAX processing will cause excessively long constructs to be flagged as well-formed-ness errors, regardless of whether the excessive length is due to inclusion of too many attributes in an element or too many characters in an element name. After obtaining an instance of a SAX parser, configure it to use secure processing, as in the example provided in the Codase source code referenced at the end of this section.

**Suggested Resources**


### 7.1.13.2 Testing input validation logic

Testing of input validation logic should verify the correctness of the input validation routines. The test scenarios should include submission of both valid and invalid data, and the tester should look for false positives (valid data rejected by input validation) and false negatives (invalid data accepted by input validation). If client-side validation is implemented as a first-line-of-filtering, it should also be tested with and without JavaScript (JavaScript interprets regular expressions slightly differently than server validation engines do; this can generate false positives client side, and false negatives on the server side). Finally, the tester should also run the application with validation turned off both server-side and client-side. Doing so will reveal how receipt of invalid data affects other application tiers, e.g., by exposing vulnerabilities. In architectures in which input validation is centralized, it will also reveal whether additional validation may be needed at other points in the system.
7.1.14 **Output filtering and sanitization**

Processes that generate or pass output to external entities should be implemented so that their output is checked to ensure it conforms to parameters for allowable output, and that it contains no content that is unallowable. In essence, the same types of checks used for validating input are applied to output before that output is released to its intended external recipient.

7.1.15 **Avoid security conflicts arising between native and non-native, passive and dynamic code**

Increasingly, applications are relying on code that is written in another programming language—or code that may not have been written when the application was originally developed. For example, some Java applications may rely on C code to interface directly with hardware, or an Asynchronous Java And XML (eXtensible Markup Language) (AJAX) application may supply dynamically generated JavaScript to the Web browser to perform an operation. In both cases, it is important to understand the security implications involved. It is imperative that applications treat native and dynamic code as potentially untrusted entities.

In the Java example, an attacker may be able to perform a buffer overflow attack against the native code. In the dynamic code example, there is the possibility that the dynamically generated code may not meet the expectations of the application. In the AJAX example, the dynamically generated code may have been developed after the original application, making different assumptions about the environment and state of the application—leading to potentially invalid input to the AJAX application. As such, it is imperative that developers perform validation on data going to the untrusted code as well as data received.

7.1.16 **Review code during and after coding**

Programmers should review code as they write it, to locate flaws within individual units/modules before checking those units/modules into the SCM system. Programmers should also look for flaws in interfaces between units/modules before submitting those units/modules for compilation and linking.

Before compilation, all software artifacts and initial production data should be “cleaned up” as necessary to remove any residual debugging “hooks”, developer “backdoors”, sensitive comments in code, overly informative error messages, etc. that may have been overlooked during the implementation phase (note that as secure development practices become more deeply ingrained, such items will not be introduced into the code in the first place).

Static analysis, also referred to as code review, is any analysis that examines the software without executing it. In most cases, this means analyzing the program’s source code, although a number of tools are emerging to enable static analysis of binary executables. Because static analysis does not require a fully integrated or installed version of the software, it can be performed iteratively throughout the software’s implementation. This said, code review has inherent shortcomings in terms of its impracticality for examining sections of code larger than
individual code units. For this reason, static analysis should always be combined with other software security testing techniques.

The main objective of code reviews is to discover security flaws and to identify their potential fixes. The test report should provide enough detailed information about software’s possible failure points to enable its developer to classify and prioritize the software’s vulnerabilities based on the level of risk they pose to the system (e.g., the vulnerabilities that hackers are most likely to be able to exploit successfully).

Source code analysis and white box testing should be performed as early and as often in the life cycle as possible. The most effective white box tests are performed on granularly small code units—individual modules or functional-process units—which can be corrected relatively easily and quickly before they are added into the larger code base. Iteration of reviews and tests ensures that flaws within smaller units will be dealt with before the whole-system code review, which can then focus on the “seams” between code units, which represent the relationships among and interfaces between components.

Static analysis can be wholly manual or tool-assisted. In a manual static analysis, the reviewer inspects all code without the assistance of automated tools. Manual code review is highly labor-intensive, but can, when reviewers with appropriate levels of experience perform the review, produce the most complete, accurate results early in the review process, before reviewer fatigue sets in. It is common for the reviewer to begin by very meticulously checking every line of code, then to gradually skip larger and larger portions of code, so that by the end of the review, the inconsistent and decreasing amount of “code coverage” is inadequate to determine the true nature of the software. It is important to note, that as the size of the code-base increases it comes less feasible to perform a complete manual review. In such cases, it may be beneficial to perform a semi-automated review, with manual reviews being performed on critical subsets of the code base.

The fully automated code review relies on a tool or tools to perform the entire code inspection. The reviewer’s job limited to running the tool and interpreting its results. While automated tools can scan very large code bases in a short time with consistent results and metrics, their findings will necessarily be only as complete as the list of patterns (e.g., common unsafe coding constructs) they are programmed to scan for. Automated code review tools are not sophisticated enough to detect anomalies that a human reviewer would notice, but which are not included in the tool’s pre-programmed list of patterns. Nor can such tools identify vulnerabilities in the “seams”/relationships between different sections of code (though there are tools emerging that can identify such relationships), or vulnerabilities arising from the interactions between non-contiguous segments of code. Fully automated tools can provide additional benefits, by allowing developers to run scans as they are developing—addressing potential security vulnerabilities early in the process. Similarly, the level of expertise required for an automated review might be less than that required for a manual review. In many cases, the automated tool will provide detailed information about the vulnerability found, including suggestions for mitigation.
One of the primary concerns with code review tools concerns assessing their accuracy. In most situations, the accuracy of any analysis tool revolves around its false negative (i.e., vulnerabilities overlooked by the tool) and false positive (i.e., false alarms produced by the tool) rates. Most of the algorithms used by these tools can be tailored to reduce the false positive rate at the expense of increasing the false negative rate or vice-versa. When relying on these tools to generate evidence to support assurance case, the reviewer must provide strong evidence that the tool was used correctly and in a way that ensured that the number of false negatives and false positives were minimized, and the maximum number of true results was discovered. In particular, it is difficult for testers to rely solely on the information provided by vendors. Vendors have a financial incentive to ensure that their respective tools have the lowest false positive and false negative rates, it is very difficult for an independent observer to truly judge a tool’s false negative rate.

A number of resources are available to aid in this regard. The NIST Software Assurance Metrics And Tool Evaluation (SAMATE) project has defined the draft NIST SP 500-268, *Source Code Security Analysis Tool Functional Specification*, which identifies a definitive set of requirements against which source code analysis tools can be measured. Additionally, SAMATE has released the draft NIST SP 500-270, *Source Code Security Analysis Tool Test Plan*, which provides insight into using the SAMATE Reference Dataset (SRD), which is a compilation of insecure code examples, against which users can run multiple source code analysis tools and compare their results to get a better understanding of their comparative strengths and weaknesses.

The semi-automated code review involves the human reviewer leveraging automated tools to assist in the otherwise manual inspection of the code. The tool is used to locate portions of code that contain known problem patterns as a “jumping off point” for the reviewer’s further analysis. In this way, the reviewer is “guided” towards problem areas in the code, but does not rely on the tool alone to locate any additional problems, anomalies, etc., in those areas.

Whether manual, semi-automated, or fully automated, a simple static analysis entails searching for strings, identifying user input vectors, tracing the flow of data through the application, mapping execution paths, etc.

A more thorough analysis will examine the structure of the source code to reveal the software’s intended behaviors, data flows, function calls, and loops-and-branches.

The most resource-intensive form of static analysis is direct code analysis, which focuses on verifying the software’s satisfaction of required security-related properties, such as non-interference, non-inference, separability, *persistent_BNDC*, forward-correctability, non-deducibility of outputs, etc. Because of the time and resources required for direct code analysis,

---

37 Due to the rapid development and improvement of source code analysis tools, along with restrictions in place in many tools’ end user license agreements, it is impractical to publish comparisons of source code analysis tools. As such, organizations should perform their own analysis against the SRD as well as against their own codebases.
it is only practical for examining relatively small portions of code, and will probably be limited
to code that implements high-consequence functions and external interfaces.

Code reviews and other white box tests are also useful for detecting indicators of the presence
of malicious code. For example, if the code is written in C, the reviewer might seek out
comments that indicate exploit features, and/or portions of code that are complex and hard-
to-follow, or that contain embedded assembler code (e.g., the _asm_ feature, strings of
hexadecimal or octal characters/values).

Other things to look for during static code analysis include:

- Presence of developer backdoors and implicit and explicit debug commands (implicit
debug commands are seemingly innocuous elements added to the source code to make
it easier for the developer to alter the software’s state while testing; if these commands
are left in the software’s comment lines they may be exploitable after the software has
been compiled and deployed);

- Unused calls that don’t accomplish anything during system execution, such as calls
invoking environment-level or middleware-level processes or library routines that are
not expected to be present in the installed target environment.

Static analysis has inherent limitations in terms of the types of vulnerabilities and flaws it can
detect. These limitations and shortcomings include:

1. Inability to find vulnerabilities introduced or exacerbated by the execution
environment;

2. Inability to support novice code reviewers, i.e., those without profound understanding
of the security implications of software coding constructs;

3. Lack of support for inter-procedural analysis spanning multiple source files;

4. Difficulty analyzing files that have been preprocessed with build configuration
dependencies; for example, lack of ability to parse into a single abstract syntax tree
C/C++ programs that include preprocessor directives combined with inability to check
every possible build of a program because the number of potential combinations of
preprocessor directives increases exponentially with each build;

5. Inability to determine whether code that contains no “dangerous” constructs or security
flaws will not manifest vulnerabilities or insecure behaviors after it has been compiled

38 Submissions to the International Obfuscated C Code Contest and the Underhanded C Contest at Binghamton
University show how complex source code can be written such that even a skilled reviewer may not be able to
determine its true purpose.
and executed, e.g., due to interactions with the execution environment, users, other systems, etc. that cannot be predicted by a code review.

Tools that support manual, semi-automated, and fully automated static analyses include code review assistants, source code scanners, and buffer overrun detectors.
7.2 SURVIVABILITY THROUGH ERROR, ANOMALY, AND EXCEPTION HANDLING

Survivable software contains more error- and exception-handling functionality than program functionality. Error and exception handling can be considered to aid in survivability when the goal of all error and exception handling routines is to ensure that faults are handled in a way that prevents the software from entering an insecure state.

The software should include security-aware error and exception handling capabilities, and should perform validation of all inputs it receives—including inputs from the environment—before using those inputs. Input validation will go along way towards preventing DoS, for
example DoS resulting from buffer overflows in software written in, or interfacing with libraries written in, C or C++.

The software’s error and exception handling should be designed so that whenever possible, the software will be able to continue operating in a degraded manner (with reduction in performance or acceptance of fewer [or no] new inputs/connections) until a threshold is reached that triggers an orderly, secure termination of the software’s execution. The software should never throw exceptions that allow it to crash and dump core memory, or leave its caches, temporary files, and other transient data exposed.

The exception handling block should include a logger to record when and why an exception was thrown; auditors can later review this log. The exception handling block should also be written to include messaging code containing that will automatically send an email alert to the system administrator when an exception requires human intervention.

Table 7-1 lists several common software errors, and suggests remediations for those errors at the design and implementation levels.

**Table 7-1. Software errors and suggested remediations**

<table>
<thead>
<tr>
<th>Expected Problem</th>
<th>How Software Should Handle the Problem</th>
</tr>
</thead>
<tbody>
<tr>
<td>Input received by the software contains anomalous content.</td>
<td>IMPLEMENTATION: Validate all input.</td>
</tr>
<tr>
<td>The execution environment differs significantly from the environment for which the software was designed.</td>
<td>DESIGN: Recognize all explicit and implicit assumptions COTS and OSS components have about their environment. Design to mitigate vulnerabilities created by mismatch between component assumptions and actual environment. Design also to minimize external exposure of component/environment interfaces.</td>
</tr>
<tr>
<td>There are errors in the results returned by called functions.</td>
<td>DESIGN: Design for resilience. IMPLEMENTATION: Anticipate all likely errors and exceptions, and implement error and exception handling to explicitly address those errors/exceptions.</td>
</tr>
<tr>
<td>The software contains vulnerabilities that were not mitigated or detected before the software was deployed.</td>
<td>DESIGN: Include measures that isolate untrusted, suspicious, and compromised components, and to constrain and recover from damage. IMPLEMENTATION: Measures that reduce exposure of untrusted and vulnerable components to externally-sourced attack patterns, <em>e.g.</em>, using wrappers, input filters, etc.</td>
</tr>
</tbody>
</table>

Practices for implementing effective error, anomaly, and exception handling are described below.
7.3.1 Anomaly awareness

In most distributed software systems, components maintain a high level of interaction with each other. Inaction (i.e., lack of response) in a particular component for an extended period of time, or receipt from that component of messages that do not follow prescribed protocols, should be interpreted by the recipient as abnormal behavior. All components should be designed or retrofitted to recognize abnormal behavior patterns that indicate possible DoS attempts. This detection capability can be implemented within software developed from scratch, but must be retrofitted into acquired or reused components (e.g., by adding anomaly detection wrappers to monitor the component’s behavior and report detected anomalies).

Early detection of the anomalies that are typically associated with DoS can make containment, graceful degradation, automatic fail-over, and other availability techniques possible to invoke before full DoS occurs. While anomaly awareness alone cannot prevent a widespread DoS attack, it can effectively handle isolated DoS events in individual components, as long as detected abnormal behavior patterns correlate with anomalies that can be handled by the software as a whole.

7.3.2 Event monitors

Effectiveness of event—error or anomaly—monitors depends on the correctness of assumptions about:

1. The structure of the program being monitored;
2. The anomalies and errors that are considered possible, and those that are considered unlikely.

As with all assumptions, these may be invalidated under certain conditions.

An anomaly or error should be detected as near in time to the causal event as possible. This will enable isolation and diagnosis before erroneous data is able to propagate to other components. The number of program self-checks that can be implemented is usually limited by the availability of time and memory. At a minimum, there should be checks for all security-critical states. Use risk analysis to establish the basis for defining the optimal contents and locations of each check.

Monitor checks should be non-intrusive, i.e., they should not corrupt the process or data being checked. In addition, the developer should take particular care when coding logic for monitoring and checking to avoid including exploitable flaws.

7.3.3 Security error and failure handling
The overall robustness of a well-designed system is partially predicated by the robustness of its security handling procedures at the code or programming language level. C++ and Java, for example, inherently provide convenient and extensible exception handling support that includes “catching” exceptions (faults that are not necessarily caused by flaws in externally-sourced inputs or violations of software-level constraints) and errors (faults that are caused by external inputs or constraint violations; errors may or may not trigger exceptions).

Developers who “reactively extend” native exception handlers, e.g., by pasting exception classes into source code after an error or fault has been observed in the program’s testing or operation, need to be careful not to rely solely on this approach to exception handling, otherwise the result will be a program that will fail to capture and handle any exceptions that have not yet been thrown during testing or operation. Exception handling should be proactively designed to the greatest extent possible, through careful examination of code constraints as they occur during the concept and implementation phases of the life cycle.

The developer should list all predictable faults (exceptions and errors) that could occur during software execution, and define how the software will handle each of them. In addition, address how the software will behave if confronted with an unanticipated fault or error. In some cases, potential faults may be preempted in the design phase, particularly if the software has been subjected to sufficiently comprehensive threat modeling, while developers could preempt additional faults during pseudo-coding by cautiously examining the logical relationships between software objects and developing “pseudo” exception handling routines to manage these faults.

7.3.4 Core dump prevention

Core dumps are only acceptable as a diagnostic tool during testing. Programs should be implemented to be configurable upon deployment to turn off their ability to generate core dumps when they fail during operational use. Instead of dumping core when the program fails, the program’s exception handler should log the appropriate problem before the program exits. In addition, if possible, configure the size of the core file to be 0 (zero) (e.g., using setrlimit or ulimit in Unix); this will further prevent the creation of core files.

7.4 Secure memory and cache management

Much of today’s software is written to maximize performance through extensive use of persistent memory caching. The problem with persistent memory is that the longer data remains in memory, the more opportunity there is for that data to be inadvertently or intentionally disclosed if a failure causes the content of memory to core dump or otherwise become directly accessible. The problem arises because memory is not subject to the access control protections of the operating system level file system, or in a database application, the database management system.

For example, when using entity beans on a Java Platform, Enterprise Edition (Java EE) server, data can be stored on the server with either container-level persistence or the bean-level
persistence. In either case, the program that processes and caches the data need to provide secure cache management capabilities that can accommodate all of the simultaneous processes the program has to multitask (e.g., receipt and handling of requests, management of sessions, reading of data from database or file system). The developer can force a program that uses Enterprise Java Beans to write data to persistent non-volatile storage after each transaction instead of making the data persistent in memory; the tradeoff is one of performance (fewer database accesses = better performance) vs. security (less memory persistence = less opportunity for attackers to access sensitive data not protected by file system or database access controls). In multi-user programs, the amount of overhead required to securely manage persistent cache is also affected by the number of users who simultaneously access the program: the more data that must be cached, the less memory available to other processes.

If writing a program in which memory will be persistent, the developer should ensure that the length of persistence is configurable, so that it will be purged as frequently as the administrator or user desires. Ideally, the program will also provide a command that allows the administrator or user to purge the memory at will. When using a COTS or OSS component that makes memory persistent, if the data the component will store in memory is likely to be sensitive, consider hosting the component on a TPM to isolate its persistent memory from the rest of the system. Regardless of the length of memory persistence when the program is running, data should always be purged from memory as soon as the program shuts down. For high-consequence and trusted processes, the program should not retain the memory beyond the completion of the process; it should be purged when the process completes.

Ideally, extremely sensitive data, such as authentication tokens and encryption keys will never be held in persistent memory. However, persistent memory cannot be avoided in COTS and OSS components. In these cases, if the component is likely to store sensitive data in persistent memory, the developer should leverage the cache management and object reuse capabilities of the operating system and, if there is one, the database management system to overwrite each persistent memory location with random bits seven times (the number of times considered sufficient for object reuse).

### 7.4.1 Safe creation and deletion of temporary files

Temporary files are created by some programs to hold intermittent state information about the transaction or operation in progress. As with data cache, temporary files may contain sensitive information, making them a target of interest to attackers. Security attacks can be realized due to:

- **Insecure temporary file management**: The attacker creates a file with the same name as an existing file in the `temp` file directory. The attacker then copies the bogus `temp` file into the `temp` file directory, thereby overwriting the real `temp` file.

- **Symbolic link vulnerability**: If the attacker knows where the application creates its temporary files and can guess the name of the next temporary file, the attacker can place a symbolic link at the temporary file location, then link that symbolic link to a
privileged file. As a result, the application will unknowingly write its temp data to the privileged file instead of the temp directory.

On his application security Weblog, Richard Lewis describes a safe approach to temporary file creation and handling by software applications.39

Ideally, programs would not create temporary files or file copies in the first place. If use of temp files cannot be avoided (e.g., due to performance requirements), ensure that the program always deletes all temporary files at a minimum at the time the program’s execution is terminated. As with cache purging, the temp file deletion should completely erase the file from disk or overwrite its disk location seven times with random bits. The program should also allow for temp file deletion-on-command by the user or administrator (without having to terminate the program), and should ideally also support configuration of greater frequency of automatic temp file deletions.

7.5 INTERPROCESS AUTHENTICATION

The primary purpose of interprocess authentication is to link the identity and privileges of a human user with those of the application processes that operate on his/her behalf.

Identification and authentication, whether of human users or software entities (processes, services, components), provides the basis for two associations critical to assuring the secure operation of the software system:

- Association with security-relevant attributes upon which security decisions related to the user or software entity will be based, such as whether or not to grant the entity to access certain data or resources;

- Association of a software process’ actions with the user’s or software entity’s authenticated identity, for purposes of accountability. For accountability of software entities to be useful, there also needs to be a means to reliably and irrevocably associate the software entity with a human user, such as the association between a human user and the requestor Web service that is spawned on his/her behalf. Authentication using Kerberos tickets, Security Assertion Markup Language assertions, SSL/TLS with X.509 certificates or one-time encrypted cookies, secure remote procedure call (RPC) protocols, etc., enables the binding of a human identity with a software process that will act on that human’s behalf.

However, new computing models require the ability of autonomous processes to dynamically invoke other autonomous software processes or agents which in turn can dynamically invoke yet more autonomous processes/agents, all of which may be widely distributed throughout
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the software-intensive system, or even belong to other software systems—resulting in a system of systems. Under such conditions, it becomes extremely difficult if not impossible to extend the association of a human with each process or agent subsequently invoked by the first process/agent with which the user is associated. Accountability becomes a matter of keeping track of all the downstream processes/agents that are invoked as part of the need to respond to the original user request or action that originally associated that user with the first process/agent in the chain.

In Web services-based SOAs, this is the problem that large-scale trust management models such as WS-Security and the Liberty Alliance framework are meant to solve. In the longer term, however, it is likely that accountability of software entities will become a goal in itself. Such accountability will have the benefit of providing a basis for dealing with badly behaved software processes/agents by denying them access to resources, isolating them in sandboxes, and even removing from the system.

Grid computing initiatives, such as the Globus Grid Security Infrastructure, are defining solutions such as “run-anywhere” single-sign on authentication of grid agents using SSL/TLS and X.509 certificates. Moreover, the emergence of agent-based systems is driving definition of standards and technical solutions to provide more robust inter-agent authentication and accountability without reference back to a human user.40

7.5.1 Secure RPC

RPC is designed to implement secure communications between the processes within distributed applications. The RPC runtime library provides a standardized interface to authentication services for both client and server processes. The authentication services on the server host system provide RPC authentication. Applications use authenticated remote procedure calls to ensure that all calls come from authorized clients. They can also help ensure that all server replies come from authenticated servers.

RPC specifications are limited to relatively narrow applications that are confined within a single administrative domain. Since many Web applications need to operate across domain boundaries, RPC for Web applications needs a comprehensive security infrastructure beyond what is possible by simply layering the RPC mechanism over SSL/TLS.

The OpenGroup’s Distributed Computing Environment (DCE) included a specification for use of authenticated RPCs between clients and servers. Authenticated RPC works with the authentication and authorization services provided by the DCE Security Service, specified in the RPC runtime library for the particular server application for which authenticated RPC is

being enabled. DCE specifies a number of authenticated RPC routines that can be used by client-server application programmers in this context.

### 7.6 Secure Software Localization

Creation of variants localized for different countries’ use can result in availability problems if caution is not used in writing source code that is suitable for both global and localized usage.

When abuse/misuse cases and attack models are developed (*i.e.*, as a basis for defining security requirements), there should be cases and models for each localized software variant.

The main problems associated with local variants relate to potential for creating buffer overflow vulnerabilities, due to the longer lengths of resources strings in some languages, the expression of string lengths in bytes *vs.* characters in various character encodings, and the increase in required buffer size that can result from conversions from one encoding to another.

#### Suggested Resources


### 7.7 Language-Specific Security Considerations

*NOTE: The security benefits and concerns associated with individual programming languages are discussed in Appendix C.C.4.*

The choice of programming language is an important factor in writing secure code. While in many cases, existing libraries or requirements may require the use of one programming language over another, there are many situations where the choice of language can directly affect the security of the system. The most prominent example is the effect of array bounds checking in Java *vs.* C (though most modern C compilers support run-time bounds checking). This feature (or lack thereof) has led to a rash of buffer overflow based vulnerabilities in Web servers, operating systems, and applications for decades. Similarly, in environments where performance and footprint are extremely important (such as embedded devices and smart cards), a Java virtual machine may introduce too much strain on the system, resulting in potential denials of service.

Type-safe languages such as Java, Scheme, ML (MetaLanguage), F#, and Ada ensure that operations are only applied to values of the appropriate type. Type systems that support type abstraction let programmers specify new, abstract types and signatures for operations that prevent unauthorized code from applying the wrong operations to the wrong values. In this respect, type systems, like software-based reference monitors, go beyond operating systems in that they can be used to enforce a wider class of system specific access policies. Static type systems also enable offline enforcement through static type checking instead of each time a
particular operation is performed. This lets the type checker enforce certain policies that are
difficult with online techniques.

Some key questions should be answered in evaluating and selecting the programming
language(s) to be used in writing new code. These are:

- Is the language simple and straightforward? Will it encourage writing simple,
  understandable programs?

- Does the language include any features that will aid in writing secure software? 
  Example: taint mode, own virtual machine environment

- Does the language include any features that will make writing secure software more
difficult? Example: lack of type safety

- If a non-secure language was initially considered, is there a more secure alternative that
  is suitable for writing the code? Example: Java instead of C++

- Are there secure coding standards that can be followed to avoid non-secure coding
  constructs?

- Are there tools available to support secure compilation, security-oriented debugging, in
  the language?

- Are there secure alternatives to standard library routines in the language?

Most safe libraries and languages (or language variants) are intended to help avoid problems
with buffers, pointers, and memory management. Safestr in C, for instance, provides a
consistent and safe interface to string-handling functions, the root of many security
vulnerabilities. However, it requires some effort to recode any string handling that the
program may do, converting it to use the new library. If the program will operate in a
particularly vulnerable environment, it may be prudent to consider at a minimum
implementing a virtual machine on the host system to contain and isolate the program, or
possibly re-implementing the program in a language that includes its own security model and
self-protecting features (e.g., Java, Scheme, Categorical Abstract Machine Language) rather
than C or C++.

A programming language that supports good coding practices and has few inherent
vulnerabilities is more likely to be used securely than a language that has critical security flaws
or deficiencies. C and C++ are more difficult to use securely than Java, Perl, Python, C# and
other languages that have embedded security-enhancing features such as built-in bounds
checking, “taint mode”, and in some cases their own security model (e.g., the JVM, the C#
CLR). Ada is a language that its proponents actively promote due to its inherent support for
producing code that is reliable, predictable, and analyzable. Security-enhancing features of
Ada are described in Appendix C:C.4.4.
For software that is not performance-critical, the performance advantages of C/C++ should be weighed against the potential for buffer overflow risks. Avoiding buffer overflow is not even remotely the only concern for programmers (it is important to note that operating system (OS)- and compiler-level buffer overflow protections are becoming increasingly commonplace). It is quite possible to write insecurely in languages with built in bounds checking, taint mode, and their own security model. In particular, input validation should be performed regardless of the language in which the system is written. While C and C++ are notoriously prone to buffer overflows and format string attacks, software written in other languages may be susceptible to parameter tampering, command injection, cross-site scripting, SQL injection and other compromises that exploit user input to the system. Regardless of the language used, all user input (including input from untrusted processes) should be validated.

Since the majority of programs use system calls to transfer data, open files, or modify file system objects (two noteworthy exceptions are embedded programs and safety-critical software systems, which are often implemented without any use of operating system calls or third-party libraries; see Appendix C:C.2 for more information on the unique security aspects of such software), limiting the system calls that a program is able to invoke allows untrusted programs to execute while limiting the damage they can do. Kernel-loadable modules, on systems that support them, can be used to extend the protections surrounding untrusted programs, limiting further the damage that can be done by a subverted program.

- Tainting (e.g., Perl);
- Code security (language or environment-based);
- Tightly-coupled execution environments (e.g., JVM);
- Secure language derivatives (see Appendix C:C.4.10).

All commands and functions known to contain exploitable vulnerabilities or otherwise unsafe logic should be avoided. None of the obscure, unfamiliar features of a language should be used unless

1. Those features are carefully researched to ensure the developer understands all of their security implications;

2. The required functionality cannot be achieved in any other way.

### 7.8 TOOLS THAT ASSIST IN SECURE CODING AND COMPIRATION

**NOTE:** Tools that support earlier life cycle activities (requirements specification, architectural modeling, design) were discussed at appropriate points in Sections 3, 4, and 5.

Developers who have a true and profound understanding of the security implications of their development choices will be more likely to produce secure software using general-purpose development tools that enforce good software engineering choices than developers who use
only “safe” languages and “secure” development tools but who are insufficiently knowledgeable in secure development principles and practices to understand how to best leverage the security features and assistance provided by those tools.

This said, a security-aware developer will find that tools that actively encourage secure specification, design, and implementation will greatly assist in the:

- Reduction of exploitable flaws and weaknesses;
- Reduction of exposure of residual exploitable flaws and weaknesses;
- Implementation of software security constraints, protections, and services;
- Minimization and constraint of propagation, extent, and intensity of damage caused by insecure software behaviors.

The remainder of this section describes several categories of helpful security-oriented development tools.

### 7.8.1 Compiler security checking and enforcement

Compile-time detection and runtime detection rely on the compiler to ensure that correct language usage rules have been adhered to, and to detect and flag, or in some cases eliminate, faults and dangerous constructs in the source code that were not detected during code review and that could make the compiled software vulnerable to compromises, e.g., buffer overflow-prone calls in C and C++.

A simple version of compile-time detection occurs in all basic compilers: type checking and related program analysis. The level of type checking can be increased by turning on as many compilation flags as possible when compiling code for debugging, then revising the source code to compile cleanly with those flags. In addition, strict use of American National Standards Institute prototypes in separate header files will ensure that all function calls use the correct types. Source code should never be compiled with debugging options when compiling and linking the production binary executable. For one thing, some popular commercial operating systems have been reported to contain critical vulnerabilities that enable an attacker to exploit the operating system’s standard, documented debug interface. This interface, designed to give the developer control of the program during testing, remains accessible in production systems, and has been exploited by attackers to gain control of programs accessed over the network to elevate the attacker’s privileges to that of the debugger program.

Security problems specific to non-typed languages may be addressed by more robust type-checking compilers that flag and eliminate code constructs and flaws associated with insecure typing (e.g., pointer and array access semantics that could generate memory access errors). These compilers also perform bounds checking of memory references to detect and prevent
buffer overflow vulnerabilities in stacks and (sometimes) heaps. Two examples of open source type-checking compilers are Fail-Safe C and the Memory Safe C Compiler. As their names imply, both are intended to compile C programs in ways that eliminate buffer overflow vulnerabilities.

Some compile time verification tools leverage type qualifiers. These qualifiers annotate programs so that the program can be formally verified to be free of recognizable vulnerabilities. Some of these qualifiers are language-independent and focus on detecting “unsafe” system calls that must be examined by the developer; other tools detect language-specific vulnerabilities (e.g., use of buffer overflow prone library functions such as printf in C).

In addition, compilers may be modified to detect a maliciously modified stack or data area. A simple form of this protection is the stack canary (a measure first introduced in StackGuard), which is placed on the stack by the subroutine entry code, and verified by the subroutine exit code generated by the compiler. If the canary has been modified, the exit code terminates the program with an error.

Many C/C++ compilers can detect inaccurate format strings. For example, the Gnu Compiler Collection supports a C extension that can be used to mark functions that may contain inaccurate format strings, and the /GS compiler switch in Microsoft’s Visual C++ .NET can be used to flag buffer overflows in runtime code. Note that the Ada community has spent many years in developing compilers with special compilation modes for high assurance software; these include modes that automate checking of language subsets, perform extended runtime checking, and support Design-by-Contract. (One example is the compiler included the AdaCore GNAT Pro High-Integrity Edition tool suite.)

While type and format string checks are useful for detecting simple faults, they are not extensive or sophisticated enough to detect more complex vulnerabilities. There are compile-time tools that perform taint analysis, which flags input data as “tainted” and ensures that all such data are validated before allowing them to be used in vulnerable functions. An example is Flayer, an open source taint analysis logic and wrapper. Other compilers include more extensive logic to perform full program verification to prove complex security properties based on formal specifications generated prior to compilation. Program verification compilers are most often used to detect flaws and “dangerous” constructs in C and C++ programs and


42 For information, see: http://www.adacore.com/home/gnatpro/development_solutions/safety-critical/

libraries, including constructs that leave the program vulnerable to format string attacks and buffer overflows.

Additional protections that be implemented at compile time are:

- Compiler randomization of variables and code positions in memory, particularly the randomization of the location of loaded libraries.
- Assembler preprocessors to reduce C and C++ program susceptibility to stack overflows.

*NOTE: An effective countermeasure to heap overflows is the `malloc()` debugger.*

### 7.8.2 Safe software libraries

Libraries of “safe” and “secure” library routines generally work by detecting the presence at link time of calls by the software to unsafe runtime library functions (such as those known to be vulnerable to buffer overflow attacks), which are then replaced with safe versions or alternatives of the called functions.

As with the safe compilers, most safe libraries are for C or C++ and focus on replacing library routines that are prone to buffer overflow. One of the first safe libraries was Libsafe. Two open source examples of “safe” libraries are the Safe C String Library and Libsafe.44

### 7.8.3 Runtime error checking and safety enforcement

Runtime protections can be applied to prevent buffer overflows in binaries executed under a particular operating system, or to dynamic runtime security analyses of compiled binaries.

Security wrappers and content validation filters can be applied to OSS code and binary executables to minimize the exposure of their vulnerabilities. By and large, security wrappers and validation filters are used to add content (input or output) filtering logic to programs that don’t have that logic “built in”. The wrappers intercept and analyze input to or output from the “wrapped” program, detect, and then remove, transform, or isolate content that is suspected of being malicious (e.g., malicious code), or which contains unsafe constructs, such as very long data strings (associated with buffer overflows) and command strings associated with escalation of privilege. By and large, security wrappers and content validation filters must be custom-developed.

7.8.4 Code obfuscation

A deception measure to counter reconnaissance attacks and intellectual property violations, code obfuscators protect intermediate code, such as Java byte code, and runtime-interpreted source code, such as scripting code in Perl, PHP, Python, JavaScript, AJAX, etc., against decompilation, disassembly, and forms of reverse engineering. Obfuscation may also be used to protect intellectual property by preventing source code from being viewed and/or copied.

45 PHP is a recursive acronym for PHP Hypertext Processor; PHP originally stood for Personal Home Page.
8 RISK-BASED SOFTWARE SECURITY TESTING

Software security testing is not the same as testing the correctness and adequacy of security functions implemented by software, which are most often verified through requirements-based testing. While such tests are important, they reveal only a small piece of the picture needed to verify the security of the software.

Requirements-based testing is particularly inadequate when the software’s specification does not adequately capture requirements directly related to dependability, trustworthiness, and survivability. If such requirements have been specified, requirements-based security testing can help verify the correctness and predictability of the software’s secure behavior, which are prerequisites of dependability. The focus of correctness and predictability tests should be to demonstrate that the software can be shown to perform its specified functions—and only those functions—under both “normal” and abnormal (anomalous and hostile) conditions without compromising the secure behavior of the software itself, nor the security of its environment, data, and resources. Specific things to look for in such tests are whether dormant functions can be triggered, either inadvertently during normal execution or intentionally (e.g., by submitting malicious input/attack patterns). “Consistently secure behavior” should be an unwaivable criterion for verifying correctness.

Requirements-based testing should always include tests that specifically determine the implemented software’s conformance with its specified requirements for security constraints and protections such as sandboxing, code signature validation, input validation, output filtering, exception handling for intentionally-induced failures, etc.

Finally, requirements-based testing should verify that the implemented software conforms to its design, again with a focus on verifying the correct interpretation and implementation of designed security constraints and protections.

Note that a commitment to use formal methods in the specification of the software will enable a very high level of assurance in the validation of that software’s conformance to its formal specification. This is obviously something that needs to be determined very early in the SDLC, and it will be driven in large part by the criticality/high consequence of the software, as well as its anticipated size and complexity. As noted in Section 3.2.5.2, formal methods are labor-intensive, and thus practical only for the most critical, high-consequence components of a software-intensive system.

Unfortunately, no amount of requirements-based testing can fully demonstrate that software does not contain vulnerabilities. Nor is requirements-based testing the best approach to determining how software will behave under anomalous and hostile conditions. This is because even the most robustly-specified security requirements are unlikely to address all possible conditions in which the software may be forced to operate in the real world. First, at least some of the assumptions under which the requirements were originally specified are very likely to be obsolete by the time the software is ready for testing. This is due, in part, to the changing nature of the threats to the software, and the new attack strategies and assistive
technologies that have emerged with the potential to target its vulnerabilities. These factors change often, and always much more quickly than any specification can keep up with. Moreover, if the software contains acquired components, the versions actually included in the implemented system may be different than those imagined when the software was architected. The new versions may contain more, fewer, and/or different vulnerabilities than those that shaped the assumptions under which the software was developed. For all these reasons, requirements-based testing should always be augmented with risk-based security testing.

The objectives of risk-based security testing are threefold:

1. To verify that the software’s dependable operation continues even under hostile conditions, such as receipt of attack-patterned input, and intentional (attack-induced) failures in environment components;

2. To verify the software’s trustworthiness, in terms of its consistently safe behavior and state changes, and its lack of exploitable flaws and weaknesses;

3. To verify the software’s survivability, by verifying that its anomaly, error, and exception handling can recognize and safely handle all anticipated security-relevant exceptions and failures, errors, and anomalies; this means minimizing the extent and impact of damage that may result from intentional (attack-induced) failures in the software itself, and preventing the emergence of new vulnerabilities, unsafe state changes, etc. Secure software should not react to anomalies or intentional faults by throwing exceptions that leave it in an unsafe (vulnerable) state. Vulnerabilities are most likely to arise during the critical processing state changes that occur during start up, shutdown, and when the software is subjected to errors and anomalies.

Risk-based testing is predicated on the notion of “tester-as-attacker”. The test scenarios themselves should be based on misuse and abuse cases, and should incorporate known attack patterns as well as anomalous interactions that seek to invalidate assumptions made by and about the software and its environment. In practical terms, this testing will focus on two areas of the software:

1. Its high-value components;

2. Its inter-component interfaces, and its extra-component interfaces.

Test techniques that are particularly useful for risk-based testing include

- Code security reviews, using static and dynamic analysis techniques. These reviews should include type checking and static checking to expose consequential and inconsequential security faults;

- White box and black box security fault injection, with fault propagation analysis;

- Fuzz testing;
- Penetration testing;
- Automated vulnerability scanning.

These test techniques are all discussed in Section 8.2.

### SUGGESTED GENERAL RESOURCES ON SOFTWARE SECURITY TESTING


- *Software Security Assurance*, Section 5.5.


8.1 TEST PLANNING

The extent to which a security tester will be able to analyze a program’s security properties and check for vulnerabilities depends on the kind of development artifacts, security evidence, and other information he/she has about the system being tested. If the tester has full access to the software’s source code (ideally well-commented), specifications, design, and other technical documentation, he/she should be able to gain a fairly detailed understanding of its security properties and the assumptions under which it was developed and under which it operates.

If only the compiled executable and vendor-provided documentation are available, the tester will need to infer much of the information he/she needs by extrapolating it from observations of how the executing software behaves under as many conditions and inputs as can be exercised during testing.

A key goal of the test planner, then, will be to define the combination of tests, test scenarios, and test data that will reveal sufficient information about the software to enable the tester to make reliable judgments about how secure it will be once deployed.

The test plan should include:

- Security test cases and scenarios (based on the misuse/abuse cases and using the attack models developed during the requirements specification of the software);
- Test data (both meaningful and fuzzed) and a test oracle (if one is to be used);\(^{46}\)

- Identification of the test tools and integrated test environment or “ecosystem” (if one is to be used); The Tool Survey on NIST’s SAMATE Website\(^{47}\) provides extensive information on the full range of software security testing tools available to support the various types of tests described in this document.

- Pass/fail criteria for each test;

- Test report template. This should enable capture and analysis of test results and of actions for addressing failed tests.

The misuse and abuse cases and attack/threat models developed early the software life cycle also provides basis for developing appropriately comprehensive and revealing security test scenarios, test cases, and test oracles. As noted in earlier discussions, attack patterns can provide the basis for much of the malicious input incorporated into those cases and models.

The test environment should as closely as possible duplicate the anticipated execution environment in which the software will be deployed. The test environment should be kept entirely separate from the development environment. If network connectivity is needed between the environments to transfer the software from one to the other, that network connection should be severed once the transfer has occurred. All of the preparation measures for moving software into deployment, as described in Section 9.1, and all of the measures taken to secure the operational execution environment, as discussed in Section 9.3, should be duplicated for the software to be tested and the test environment. These measures will ensure that the observations made of the software under test are as accurately indicative as possible of how the software will behave in “real world” operation.

All test data, test oracle, testing tools, integrated test environment, etc., as well as the test plan itself and all test results (both raw results and test reports) should be maintained under strict configuration management control to prevent tampering or corruption.

### 8.1.1 Test timing

It has been demonstrated repeatedly that problems found early in the software life cycle are significantly easier and less costly to correct than problems discovered post-implementation or, worse, post-deployment. A thorough regiment of security reviews and tests should begin as early in the software’s life cycle as is practicable, and should continue iteratively until the operational software is “retired”.

\(^{46}\) An open source test tool of interest for developing attack patterns for test cases is the Metasploit attack exploit generation tool and library, which can be downloaded from: http://www.metasploit.com/

Figure 8-1 shows a suggested distribution of different security test techniques throughout various life cycle phases.

The distribution of security tests throughout the life cycle includes:

- Security reviews of requirements specification, architecture (including assembly option evaluation as discussed in Section 7), design, and development process/controls. This includes verifying that the design conforms with secure design principles;

- Security review of source code, including custom-developed code, open source code, reused legacy code, and, whenever available, source code of COTS, GOTS, and other reused binary components. This includes verifying the code’s conformance with secure coding principles and standards;
• Black box security analysis and testing of binary executables;

• Post integration system security testing.

In addition to the specification, architecture, and design reviews discussed in Sections 4 and 5, Code reviews during the software implementation phase, and code reviews and security tests during the testing phase, will ensure that the following artifacts are thoroughly vetted:

1. **Source code modules**: Code security reviews should be performed (1) before accepting any OSS or reused source code components; (2) before compiling modules into object code units;

2. **Compiled object code units**: These should be subjected to white box fault injection tests with dynamic analyses that trace between source the code modules and the object code units compiled from them;

3. **Linked and functional subsystems and components**: These should be subjected to black box fault injection tests with fault propagation analyses;

4. **Integrated software system, pre-deployment**: This should be subjected to automated vulnerability scanning;

5. **Integrated software system, post-deployment**: This should be subjected to penetration testing, as well as iterative vulnerability scans and post-incident forensic analyses to identify new attack patterns, and emergent vulnerabilities, and residual vulnerabilities that are only observable “in the wild”.

For all non-custom components, the security reviews and tests should be performed as part of their pre-acquisition/pre-reuse evaluation, *i.e.*, before a commitment is made to acquire and reuse them.

Note that outsourcing to expert code security reviewers and software/application security testers may be necessary when in-house expertise is inadequate. Even when in-house expertise is sufficient, including additional security tests as part of Independent Verification and Validation (IV&V) is an extremely good idea, as independent testers are more likely to pinpoint problems overlooked by internal testers due to their familiarity with the software and its documentation.

### 8.1.2 System and Application Security Checklists

Software security testing needs to go far beyond verifying conformance to system or application security checklists. Indeed, such checklists are of very limited utility to the software security tester, because the usually incorporate system-level verifications of elements that are outside the realm of what is controlled or determined by the software. Moreover, few such checklists have been developed to reflect a software assurance practitioner’s point of view.
This said, checklists can be good “thought provokers” during test scenario development, as they may draw attention to scenarios that address for conditions or vulnerabilities not thought of when misuse/abuse cases and attack models were being defined. To this end, the checklists listed below may prove helpful as a resource for test planners. Also, see Appendix D for software security-relevant extracts from two cyber-security checklists.

<table>
<thead>
<tr>
<th>SOFTWARE AND APPLICATION SECURITY CHECKLISTS</th>
</tr>
</thead>
</table>

48 Now the European Organization for Nuclear Research.
8.2 SOFTWARE SECURITY TEST TECHNIQUES

TESTING TERMINOLOGY

White box: The source code is available for analysis.

Grey box: Both source code and executable binary are available for analysis.

Black box: Only the binary executable or intermediate bytecode is available for analysis.

White box analyses, and especially static code analyses (discussed in Section 7.1.15.1), are most useful when performed iteratively as the software is being written. This said, independent (non-developer) analyses of completed source code of high-consequence modules should also be included in the software’s security test plan, as source code analysis is the only way to trace issues directly to the implemented source code at fault, and thereby identify exactly what needs to be fixed.

Black box tests are performed on the binary executable alone. The tests are limited to those that can “poke at” software from the outside to observe its state changes, behaviors, and outputs in response to changes in its environment and inputs from external entities (including changes associated with attacks). For COTS and GOTS binary components (and many reused legacy components), black box tests may be the only tests that are feasible (binary analysis being a technique that is too resource- and labor-intensive to be practical for anything except binaries that implement high-consequence functions). Black box tests, while extremely important, do not on their own provide a basis for identifying what part of a program can be rewritten to eliminate an identified vulnerability or insecure behavior. The actions taken to address failed box tests must necessarily focus on working around the problem as identified through testing, for example by filtering problematic inputs.

Grey box testing should be performed on all custom-developed software as well as software compiled from open source code. Grey box testing can confirm through actual observation whether assumptions made about the software’s execution and the software’s interactions with external entities during source code analysis and other white box tests are accurate. Runtime behaviors and interactions can never be adequately simulated or extrapolated through white box analysis alone.

SUGGESTED RESOURCES

8.2.1 White and grey box testing techniques

These tests are in addition to post-implementation static code analysis, which was discussed in Section 7.1.15.1.

8.2.1.1 Source code fault injection

Fault injection is a testing technique originated by the software safety community to used to induce stress in the software, create interoperability problems among components, and simulate faults in the execution environment, thereby revealing safety-threatening faults that are not made apparent by traditional testing techniques. Security fault injection extends standard fault injection by adding error injection, thereby enabling tester to analyze the security of the behaviors and state changes that result in the software when it is exposed to various perturbations of its environment data. These data perturbations are intended to simulate the types of faults that would result during unintentional user errors as well as intentional attacks on the software via its environment, as well as attacks on the environment itself.

A data perturbation is simply the alteration of the data the execution environment passes to the software, or that one software component passes to another. Fault injection can reveal both the effects of security faults on individual component behaviors, and the behavior of the system as a whole.

The tester uses a fault injection tool to maintain a list of candidate faults: these should be developed by a security expert so that they reflect likely “real world” data perturbations. The tool then “injects” the fault at any point in the executing code at which it encounters a particular call, with the specific fault to be injected selected based on the parameters to that call. Each fault is designed to modify the data that the environment returns to the executing software. When exposed to these faults, the software may behave differently than it would when receiving normal data; this deviant behavior represents a vulnerability that could be exploited.

There are two varieties of fault injection: source code fault injection and binary fault injection. In source code fault injection, the tester deterministically decides (based on information in the software’s source code and environment) when various environment faults should be triggered. The tester then “instruments” the source code by non-intrusively inserting changes into the program that reflect the changed environment data that would result from those faults. The instrumented source code is then compiled and executed, and the tester observes the ways in which the executing software’s state changes when the instrumented portions of code are executed. In this way, the tester can observe and even quantify the software’s secure vs. non-secure state changes resulting from changes in its environment (including changes of the type associated with intentional errors and failures).
Also analyzed during source code fault injection are the ways in which faults propagate through the source code. Fault propagation analysis involves two source code fault injection techniques: extended propagation analysis and interface propagation analysis. The objective of both techniques is to trace how state changes resulting from a given fault propagate through the source code tree.

To prepare for fault propagation analysis, the tester must generate a fault tree from the program’s source code. To perform an extended propagation analysis, the tester injects faults into the fault tree, then traces how each injected fault propagates through the tree. From this, he/she can extrapolate outward to anticipate the overall impact a particular fault may have on the behavior of the software as a whole.

In interface propagation analysis, the focus is shifted from perturbing the source code of the module or component itself to perturbing the states that propagate via the interfaces between the module/component and other application-level and environment-level components. As with source code fault injection, in interface propagation analysis anomalies are injected into the data feeds between components, enabling the tester to view how the resulting faults propagate and to discovery whether any new anomalies result. In addition, interface propagation analysis enables the tester to determine how a failure of one component may affect neighboring components, a particularly important determination to make for components that either provide protections to or rely on protections from others.

Source code fault injection is particularly useful in detecting incorrect use of pointers and arrays, use of dangerous calls, and race conditions. Like all source code analyses, is most effective when used iteratively throughout the code implementation process. When new threats (attack types and intrusion techniques) are discovered, the source code can be re-instrumented with faults representative of those new threat types.

Binary fault injection is most useful when performed as an adjunct to security penetration testing to enable the tester to obtain a more complete picture of how the software responds to attack.

Recognizing that a software program interacts with its execution environment though operating system calls, remote procedure calls, application programmatic interfaces, man-machine interfaces, etc., binary fault injection involves monitoring the fault-injected software’s execution at runtime. For example, by monitoring system call traces, the tester can decipher the names of system calls (which reveal the types of resources being accessed by the calling software); the parameters to each call (which reveal the names of the resources, usually in the first parameter, and how the resources are being used); and the call’s return code/value (which reveals success or failure of the access attempt).

In binary fault injection, faults are injected into the environment resources that surround the program. Environmental faults in particular are useful to simulate because they are most likely to reflect real world attack scenarios. However, injected faults should not be limited to those simulating real world attacks. As with penetration testing, the fault injection scenarios exercised should be designed to give the tester as complete as possible an understanding of the
security of the behaviors, states, and security properties of the software system under all possible operating conditions.

Environment perturbation via fault injection provides the tester with several benefits:

1. The ability to simulate environment anomalies without understanding how those anomalies occur in the real world. This enables fault injection by testers who do not have a deep knowledge of the environment whose faults are being simulated. Fault injection can emulate environment anomalies without needing reference to how those anomalies occur in the “real world”.

2. The tester can decide which environment faults to emulate at which times, thus avoiding the problem that arises when doing a full environment emulation in which the environment state when the software interacts with it may not be what is expected, or may not have the expected effect on the software’s behavior.

3. Unlike penetration tests, fault injection tests can be automated with relative ease.

Binary fault injection tools include source and binary fault injectors and brute force testers. The main challenges in fault injection testing are determining the most meaningful number and combination of faults to be injected and, as with all tests, interpreting the results. Also, just because a fault injection does not cause the software to behave in a non-secure manner, or fail into a non-secure state, the tester cannot interpret this to mean that the software will be similarly “well-behaved” when exposed to the more complex inputs it typically receives during operational execution. For this reason, security tests that are performed with the software deployed in its actual target environment (e.g., penetration tests and vulnerability scans) are critical for providing a complete picture of how the software will behave under such conditions.

### Suggested Resources


#### 8.2.1.2 Dynamic code analysis

Dynamic code analysis entails the execution of the software, with the tester tracing the external interfaces in the source code to the corresponding interactions in the executing code, so that any vulnerabilities or anomalies that arise in the executing interfaces are simultaneously located in the source code, where they can then be fixed.

Unlike static analysis, dynamic analysis enables the tester to “exercise” the software in ways that expose vulnerabilities introduced by interactions with users and changes in the configuration or behavior of environment components. Because the software isn’t fully linked and deployed in its actual target environment, these interactions and their associated inputs and environment conditions are essentially simulated by the testing tool.
Current dynamic analysis tools test only conditions that are likely to occur during the software’s execution. This means that dynamic analysis enables the tester to validate assumptions about how the software is likely behave only under anticipated operating conditions.  

49 An example of a dynamic code analysis toolset is the open source Valgrind, which can be downloaded from: http://valgrind.org/
8.2.1.3 Property-based testing

Property-based testing is a formal analysis technique developed by University of California at Davis. It is intended for use after the software’s functionality has been implemented, to narrowly examine desirable security-relevant properties revealed by the source code, such as the absence of insecure state changes. The test then compares these desirable properties in the code against the corresponding portions of the software’s requirements specification and design, to aid the tester in determining whether the security assumptions reflected in the specification and design have, in fact, held true the implemented code.

Property-based testing is detailed and time-consuming, so as with direct code analysis, it will probably be limited in usefulness to the small subset of the overall software code base that implements high-consequence functions. To be effective, the property-based tests themselves must be formally verified to be complete.

8.2.2 Black box testing techniques

The following tests can be performed when only binary executables are available for analysis, making them the only tests possible for the vast majority of COTS and GOTS software, as well as for legacy components for which source code is no longer accessible. Black box tests should also be performed on the executables compiled from custom-developed source or open source code.

8.2.2.1 Binary fault injection

Binary fault injection is most useful when performed as an adjunct to security penetration testing to enable the tester to obtain a more complete picture of how the software responds to attack.

Recognizing that a software program interacts with its execution environment though operating system calls, remote procedure calls, application programmatic interfaces, man-machine interfaces, etc., binary fault injection involves monitoring the fault-injected software’s execution at runtime. For example, by monitoring system call traces, the tester can decipher the names of system calls (which reveal the types of resources being accessed by the calling software); the parameters to each call (which reveal the names of the resources, usually in the first parameter, and how the resources are being used); and the call’s return code/value (which reveals success or failure of the access attempt).
In binary fault injection, faults are injected into the environment resources that surround the program. Environmental faults in particular are useful to simulate because they are most likely to reflect real world attack scenarios. However, injected faults should not be limited to those simulating real world attacks. As with penetration testing, the fault injection scenarios exercised should be designed to give the tester as complete as possible an understanding of the security of the behaviors, states, and security properties of the software system under all possible operating conditions.

Environment perturbation via fault injection provides the tester with several benefits:

1. The ability to simulate environment anomalies without understanding how those anomalies occur in the real world. This enables fault injection by testers who do not have a deep knowledge of the environment whose faults are being simulated. Fault injection can emulate environment anomalies without needing reference to how those anomalies occur in the “real world”.

2. The tester can decide which environment faults to emulate at which times, thus avoiding the problem that arises when doing a full environment emulation in which the environment state when the software interacts with it may not be what is expected, or may not have the expected effect on the software’s behavior.

3. Unlike penetration tests, fault injection tests can be automated with relative ease.

Binary fault injection tools include source and binary fault injectors and brute force testers. The main challenges in fault injection testing are determining the most meaningful number and combination of faults to be injected and, as with all tests, interpreting the results. Also, just because a fault injection does not cause the software to behave in a non-secure manner, or fail into a non-secure state, the tester cannot interpret this to mean that the software will be similarly “well-behaved” when exposed to the more complex inputs it typically receives during operational execution. For this reason, security tests that are performed with the software deployed in its actual target environment (e.g., penetration tests and vulnerability scans) are critical for providing a complete picture of how the software will behave under such conditions.

**Suggested Resources**


8.2.2.2 Fuzz testing

As in binary fault injection, fuzz testing inputs random invalid data (usually produced by modifying valid input) to the software via its environment or via another software component. Fuzz testing is implemented a “fuzzer” — a program or script that submits a combination of inputs to the software to reveal how that software responds. Fuzzers are generally specific to a particular type of input, such as HTTP input, and are written to be used to test a specific program; they are not easily reusable. But their value is in their specificity, because they can often reveal security vulnerabilities that generic testing tools such as vulnerability scanners and fault injectors cannot.

Effective fuzz testing requires the tester to have a thorough understanding of the software being tested, and how that interfaces with external entities whose data will be simulated by the fuzzer. As with other simulation-based security tests, the software’s secure behavior in the face of fuzzed input data should not be interpreted as entirely indicative of how the software will behave when exposed to more complex real-world inputs.

SUGGESTED RESOURCES


8.2.2.3 Binary code analysis

Tools that support reverse engineering and analysis of binary executables include decompilers, disassemblers, and binary code scanners, reflecting the varying degrees of reverse engineering that can be performed on binaries:

The least intrusive technique is binary scanning. Binary scanners, such as those used by Veracode, analyze machine code to model a language-neutral representation of the program’s behaviors, control and data flows, call trees, and external function calls. Such a model may then be traversed by an automated vulnerability scanner in order to locate vulnerabilities caused by common coding errors and simple back doors. A source code emitter can use the model to generate a human-readable source code representation of the program’s behavior, enabling manual code review for design-level security weaknesses and subtle back doors that cannot be found by automated scanners.

The next least intrusive technique is assembly, in which binary code is reverse engineered to intermediate assembler. The disadvantage of disassembly is that the resulting assembler code can only be meaningfully analyzed by an expert who both thoroughly understands that particular assembler language and who is skilled in detecting security-relevant constructs within assembler code;
The most intrusive reverse engineering technique is decompilation, in which the binary code is reverse engineered all the way back to source code, which can then be subjected to the same security code review techniques and other white box tests as original source code. Note, however, that decompilation is technically problematical: the quality of the source code generated through decompilation is often very poor. Such code is rarely as navigable or comprehensible as the original source code, and may not accurately reflect the original source code. This is particularly true when the binary has been obfuscated or an optimizing compiler has been used to produce the binary. Such measures, in fact, may make it impossible to generate meaningful source code. In any case, the analysis of decompiled source code will always be significantly more difficult and time consuming than review of original source code. For this reason, decompilation for security analysis only makes sense for the most critical of high-consequence components.

Reverse engineering may also be legally prohibited. Not only do the vast majority of software vendors' license agreements prohibit reverse engineering to source code and assembler) form, software vendors have repeatedly cited the Digital Millennium Copyright Act (DMCA) of 1999 to reinforce such prohibitions, even though the DMCA explicitly exempts reverse engineering as well as "encryption research" (which involves intentional breaking of encryption applied to the software being reverse-engineered) from its prohibitions against copy-protection circumvention.  

Suggested Resources


8.2.2.4 Byte code analysis

The Java language is compiled into a platform-independent byte code format. Much of the information contained in the original Java source code is preserved in the compiled byte code, thus making decompilation by attackers easy. Byte code scanners enable the tester to examine the byte code for presence of information that would be useful in a reconnaissance attack.

---

50 See 17 U.S.C. (United States Code) § 1201(f) and (g) for the language of these exemptions.
8.2.2.5 Black box debugging

When only binary is available, and particularly when that binary was compiled from code with no compiler symbols or debug flags set (which would ease reverse engineering), traditional debugging is not possible. Black box debugging, however, provides a technique whereby the analyst can monitor behaviors external to the binary component or system while it is executing, and thereby observe the data that passes between that component/system and external entities.

By observing how data passes across the software’s boundary, the analyst can also determine ways in which externally-sourced data might be manipulated to force the software down certain execution paths, or to cause the software to fail, in this way revealing errors and failures that originate not in the software itself, but which are forced by the external entities with which it interacts, or by an incorrectly implemented programmatic interface (errors in interface implementations are often the result of the developer relying on inaccurate documentation).

**Suggested Resources**


8.2.2.6 Vulnerability scanning

Automated vulnerability scanning is supported for application-level software, as well as for Web servers, database management systems, and some operating systems. Application vulnerability scanners\(^{51}\) are the most useful for software security testing. These tools scan the executing application software for input and output of known patterns that are associated with known vulnerabilities. These vulnerability patterns, or “signatures”, are comparable to the signatures searched for by virus scanners, or the “dangerous coding constructs” searched for by automated source code scanner, making the vulnerability scanner, in essence, an automated pattern-matching tool.

While they can find simple patterns associated with vulnerabilities, automated vulnerability scanners are unable to pinpoint risks associated with aggregations of vulnerabilities, or to identify vulnerabilities that result from unpredictable combinations of input and output patterns.

---

\(^{51}\) An open source Web vulnerability scanner of interest is the OWASP’s WebScarab which can be downloaded from: http://www.owasp.org/index.php/Category:OWASP_WebScarab_Project. A number of commercial scanners are also available, almost exclusively targeting Web applications and Web services vs. other types of software. Examples include Watchfire’s AppScan, SPI Dynamics’ WebInspect, N-Stalker’s Web Application Security Scanner, Acunetix’s Web Vulnerability Scanner, Cenzic’s Hailstorm, and NT Objectives’ NTOSpider.
In addition to signature-based scanning, some Web application vulnerability scanners attempt to perform “automated stateful application assessment” using a combination of simulated reconnaissance attack patterns and fuzz testing techniques to “probe” the application for known and common vulnerabilities. Like signature-based scans, stateful assessment scans can detect only known classes of attacks and vulnerabilities.

This said, most vulnerability scanners do attempt to provide a mechanism for aggregating vulnerability patterns. The current generation of scanners is able to perform fairly unsophisticated analyses of risks associated with aggregations of vulnerabilities. In many cases, especially with COTS vulnerability scanners, the tools also provide information and guidance on how to mitigate the vulnerabilities they do detect.

Typical application vulnerability scanners are able to identify only 30% of the types of vulnerabilities that exist in large applications: they focus on vulnerabilities that need to be truly remediated vs. those that can be mitigated through patching. As with other signature-based scanning tools, application vulnerability scanners usually have a high false positive rate, unless recalibrated by the tester, in which case they may swing too far in the other direction, and manifest an excessive false negative rate. In both cases, the tester must have enough software and security expertise to meaningfully interpret the scanner’s results to weed out the false positives and negatives, so as not to identify as a vulnerability what is actually a benign issue, and not to ignore a true vulnerability that has been overlooked by the tool. This is why, as stressed before, it is important to combine tests to examine the software for vulnerabilities in a variety of ways, none of which is adequate on its own, but which in combination can greatly increase the likelihood of vulnerabilities being found.

Because automated vulnerability scanners are signature-based, as with virus scanners, they need to be frequently updated with new signatures from their vendor. Two important evaluation criteria for selecting a vulnerability scanner are (1) how extensive the tool’s signature database is, and (2) how often the supplier issues new signatures.

Vulnerability scanners are most effective when used:

1. During the security assessment of binary components prior to acquisition/reuse;

2. Before penetration testing, in order to locate straightforward common vulnerabilities, and thereby eliminate the need to run penetration test scenarios that check for such vulnerabilities.

In the software’s target environment, vulnerabilities in software are often masked by environmental protections such as network- and application-level firewalls. Moreover, environment conditions may create novel vulnerabilities that cannot be found by a signature-based tool, but must be sought using a combination of other black box tests, most especially penetration testing of the deployed software in its actual target environment.

As noted earlier, in addition to application vulnerability scanners, there are scanners for operating systems, databases, Web servers, and networks. Most of the vulnerabilities checked
by these other scanners focus on configuration deficiencies and information security vulnerabilities (e.g., is data disclosed that should not be). However, these scanners do often look for conditions such as buffer overflows, race conditions, privilege escalations, etc., at the environment level that can have an impact on the security of the software executing in that environment; therefore, it is a good idea to run execution environment scanners with an eye towards observing problems at the environment’s interfaces with the hosted application, in order to get an “inside out” view of how vulnerabilities in the environment around the application may be exploited to “get at” the application itself.

**Suggested Resources**


### 8.2.2.7 Penetration testing

In penetration testing, the whole software system in its “live” execution environment is the target of the tests. Penetration testing observes whether the system resists attacks successfully, and how it behaves when it cannot resist an attack.

Penetration testing should focus on those aspects of system behavior, interaction, and vulnerability that cannot be observed through other tests performed outside of the live operational environment. Penetration testers should subject the system to sophisticated multi-pattern attacks designed to trigger complex series of behaviors across system components, including non-contiguous components, as these are the types of behaviors that cannot be forced and observed by any other testing technique. Penetration testing should also attempt to find security problems that are likely to originate in the software’s architecture and design (vs. coding flaws that manifest as vulnerabilities), as it is this type of problem that tends to be overlooked by other testing techniques.

The penetration test plan should include “worst case” scenarios that reproduce threat vectors (attacks, intrusions) that are considered highly damaging, such as insider threat scenarios. The test plan should capture:

- The security policy the system is supposed to respect or enforce;
• Anticipated threats to the system;

• The sequences of likely attacks that are expected to target the system.

Actual test techniques employed by penetration testers include: spidering, querying for known vulnerable scripts or components, testing for conditions like forceful browsing, directory traversal, running input validation checks, and using the results of spidering to identify all points of user input to test for flaws like SQL injection, cross-site scripting, CSRF, command execution, etc. A combination of fuzzing and injection of strings known to cause error conditions may be used.

<table>
<thead>
<tr>
<th>SUGGESTED RESOURCES</th>
</tr>
</thead>
</table>

8.3 INTERPRETING AND USING TEST RESULTS

As soon as each test is completed, test results and the exact version of the software artifact tested should be checked in to the configuration management.

The results of the requirements- and risk-based software security testing regimen should provide adequate information for the software’s developers to:

• identify missing security requirements that need to be evaluated to determine the risk posed to the software if those requirements are not added to the specification and the software is not modified to implement them. These could include requirements for constraints, countermeasures, or protections to eliminate or mitigate weaknesses, vulnerabilities, and unsafe behaviors/state changes;

• determine the amount and nature of reengineering (or refactoring) needed to satisfy the new requirements.

Note that just because software successfully passes all of its security tests, this does not mean that novel attack patterns and anomalies will never arise in deployment to compromise the software. For this reason, iterative testing throughout the software’s life time is imperative to ensure that its security posture does not degrade over time.

In terms of providing meaningful security metrics for risk management, the aggregation of test results should provide an indication of whether the software is able to resist, withstand, and/or recover from attacks to the extent that risk can be said to be mitigated to an acceptable
level. This is the best that can be hoped for given the current state of the art of software security test technique and tools.
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9 SECURE DISTRIBUTION, DEPLOYMENT, AND SUSTAINMENT

This section discusses what can be done to prepare for distribution, deployment, and sustainment to ensure that software remains secure throughout these phases, until it is retired.

9.1 PREPARATIONS FOR SECURE DISTRIBUTION

The following are sound practices for preparing the software to be distributed/deployed.

- Before deployment, change any default configuration settings, etc., not already addressed prior to whole-system testing. Distribute all software in a default configuration that is as secure and restrictive as possible. Document a set of secure configuration instructions, to be delivered with the software, that explain the risk associated with each possible change to a secure default. This includes:
  
  o Setting the default parameters for the software’s environment to different values than provided to those parameters in the development environment; this will prevent developers from being able to see any details of the deployed software once it has been installed its operational environment.

  o Setting all default account passwords to unpredictable values. Moreover, the software should be written to force the administrator or user to reset all default passwords upon first software invocation. There should be no way for the default passwords to be retained after that first invocation.

  o Setting the default privileges assigned to the software’s executable files to be execute-only for any role other than “administrator”.

- Deliver all default passwords in encrypted form “out of band”, i.e., separate from software itself.

- Provide an automated installation tool with a dialogue that prompts the installer to set OS directory privileges as restrictively as possible.

  o Establish a means for strong authentication of the individual who will run the installation and configuration routines, tools, and interfaces. Neither the software itself, nor its installation routines, should be installable under a default password. Instead, each software distribution should be assigned a unique strong password. This password should be sent to the purchaser via a different distribution path and mechanism, and at a different time, than that used to distribute the software, e.g., in an encrypted email or in a document mailed via the postal service. It should not be shipped with the software itself.
o The configuration interfaces provided by the tool or installation script should be clear and secure. The sample configuration file, if there is one, should contain sufficient, clear comments to help the administrator understand exactly what the configuration does. If there is a configuration interface to the software, the default access rights to this interface should disallow access to any role other than “administrator”.

- Review and “sanitize” all user-viewable source code (e.g., client-side Web application code), and apply countermeasures to source code copying, if desired. See Section 9.1.1 for specific practices to this end.

<table>
<thead>
<tr>
<th>SUGGESTED RESOURCES</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Software Security Assurance, Section 5.6.</td>
</tr>
</tbody>
</table>

### 9.1.1 Review and sanitization of user-viewable source code

If a client includes a function such as a browser’s “view source” function, plaintext HTML code and embedded scripting code are made visible to the user by that function should be examined to ensure that it cannot be assist the reconnaissance attacker by increasing his/her knowledge of the software component specifics that would help him/her determine whether the component contained known vulnerabilities, or of the platform’s directory structures that could be targeted, or any information that could be leveraged in a social engineering attack.

Content that should not be included in viewable HTML and scripting code includes:

1. **Sensitive comments**: Comments that include sensitive or potentially exploitable information, such as information about the file system directory structure, problems associated with the software’s development, the software’s configuration, release, and version details (COTS and OSS components), the location of root, cookie structures, or personal information about the code’s developers (names, email addresses, phone numbers, or any other information the disclosure of which would compromise the developer’s privacy). Of particular concern are comments within source code that can be viewed by attackers using a Web browser.

The following types of comments may be included in user-viewable source files:

- **Structured comments**: Included regularly by members of large development teams at the top of the viewable source code page, or between a section of scripting language and a subsequent section of markup language, to inform other developers of the purpose or function implemented by the code.

- **Automated comments**: Comments automatically added to viewable source pages by many commercial Web application generation programs and Web usage programs, such comments reveal precise information about the version/release of the package used to auto-generate the source code—
information that can be exploited by attackers to target known vulnerabilities in Web code generated by those packages. (Note that the HTTP daemon httpd restricts what can be included in a filename, unless the Web server has exec disabled.)

- **Unstructured comments:** Informal comments inserted by developers as memory aids, such as “The following hidden field must be set to 1 or XYZ.asp breaks” or “Do not change the order of these table fields”. Such comments represent a treasure trove of information to the reconnaissance attacker.

The following HTML comments represent security violations:

```html
<!—#exec cmd="rm -rf /”—>
<!—#include file="secretfile”—>
```

A less complicated filter can be written to locate and strip out all comments from user-viewable source code. In the case of automatically-generated comments, an active filter may be required to locate and remove comments on an ongoing basis after the application has been deployed. This is particularly true of code that will be maintained using the same package that originally generated it because the package is likely to add undesirable comments when it is used to generate new versions of the code.

2. **Pathname references:** Pathname references can reveal significant details about the directory structure of the host running the software and detailed version information about the development tools used to produce the code and the environment components of the host on which the software runs. These are particularly useful, as they indicate to the attacker whether the version of COTS or OSS component used contains a published known vulnerability. For example, embedded SQL queries in database applications should be checked to ensure they do not refer to a specific relational database management system version, and Web-based code should be checked for information about the brand name and versions of development tools used to produce, or runtime-interprett or compile the code.

Relative pathnames are a particular issue. If the software calls a library or another component, that call should be explicit and specific. The software should not contain calls to relative pathnames (pointing to the current directory) nor rely or search paths (such constructs render network-based software vulnerable to cross-site scripting, directory traversal, and similar attacks). Full pathnames should be used for URL/URIs and other file paths that users will reference. As search rules for dynamic link libraries and other library routines become more complex, vulnerabilities will be more easily introduced into system routines that can parse filenames that contain embedded spaces.

Other pathnames of concern are those indicating paths directories that are not explicitly intended to be accessed by users and those indicating paths to unreferenced, hidden, and unused files. If the software includes user-viewable source code, all
pathname/Uniform Resource Identifier (URI) references that point to unused and hidden files that could be exploited in enumeration attacks in which the attacker searches for files or programs that may be exploitable or otherwise useful in constructing an attack.

3. **Explicit and implicit debug information or elements:** Web applications should have been implemented to validate the content of name-value pairs within the URL or URI submitted by the user. Because of this validation, the URLs/URIs sometimes include embedded commands such as `debug=on` or `Debug=YES`. For example, consider the following URI:

   http://www.creditunion.gov/account_check?ID=8327dsddi8qjgqlkjdla&Disp=no

An attacker may intercept and alter this URI as follows:

   http://www.creditunion.gov/account_check?**debug=on**&ID=8327dsddi8qjgqlkjdla&Disp=no

This change results in the inserted “debug=on” command forcing the application into debug mode, which then enables the attacker to observe its behavior more closely, *i.e.*, to discover exploitable faults or other weaknesses.

Debug constructs may also be planted within the HTML, eXtensible HTML (XHTML), or Common Gateway Interface (CGI) scripting code of a Web form returned from a client to a server. To do this, the attacker merely adds another line element to the form’s schema to accommodate the debug construct, then inserts that construct into the form. This would have the same as the URL/URI attack above.

If the source code containing the implicit debugger commands is user-viewable, such as that of Web pages in HTML/XHTML, Java Server Pages (JSP), or ASP (Active Server Pages), as well as scripts, such embedded commands can be easily altered by an attacker with devastating results. When using JSP or ASP, these comments may be available to users and may provide an attacker with valuable information.

For example, consider an HTML page in which the developer has included an element called “mycheck”. The name is supposed to obscure the purpose of this implicit debugger command:

```html
<!- begins ->
<TABLE BORDER=0 ALIGN=CENTER CELLPADDING=1 CELLSMARTPADDING=0>
  <FORM METHOD=POST ACTION="http://some_poll.gov/poll?1688591" TARGET="sometarget" MYCHECK1="666">
    <INPUT TYPE=HIDDEN NAME="Poll" VALUE="1122">
    <!- Question 1 ->
    <TR>
      <TD align=left colspan=2>
```
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Attackers are usually well aware to such obfuscation attempts (which constitute “security through obscurity”; please note that security through obscurity is inadequate to hinder any but the most casual and novice attackers).

4. **Hard-coded credentials**: Basic authentication should not have been used in a Web application, even over SSL/TLS-encrypted connections. However, if basic authentication has been used, hard-coded credentials may appear in the application’s HTML or XHTML pages or other user-viewable source code. Such credentials must be flagged by testers so they can be removed before deployment.

5. **Data-collecting trapdoors**: Non-policy-compliant\(^{52}\) cookies must be located, along with “Web bugs”,\(^{53}\) spyware, and trapdoors (particularly malicious trapdoors) the intent of which is either to collect or tamper with privacy data, or to open a back-channel over which an attacker could collect or tamper with such data. All \(<\text{IMG}>\) tags in HTML/XHTML code should be checked to ensure that they do not implement Web bugs.

The source code reviewer should also keep an eye out for any other information that could be exploited by an attacker to target the software, its data, or its environment.

### 9.1.1.1 Preventing disclosure of user-viewable source code and copying of all browser-displayed content

\(^{52}\) Federal government policy (Office of Management and Budget Director Jacob J. Lew’s Memorandum for the Heads of Executive Departments and Agencies, M-00-13, 22 June 2000) states that cookies must not be used on Websites operated by the federal government or by contractors on behalf of federal agencies, unless certain conditions are met:

- There is a compelling need to gather the data on the site;
- Appropriate, publicly disclosed privacy safeguards have been implemented to handle information extracted from cookies;
- The head of the agency owning the Website has personally approved use of data collecting cookies.

This policy was particularized for U.S. DoD in the Office of the Secretary of Defense memorandum, dated 13 July 2000, “Privacy Polices and Data Collection on DoD Public Websites” (13 July 2000).

\(^{53}\) A Web bug is a graphic on a Web page or in an email message that is designed to monitor who is reading the Web page or email message. Web bugs are often invisible because they are typically only one pixel-by-one pixel (1x1) in size. They are represented as HTML \(<\text{IMG}>\) tags. Here is an example:

\(<\text{IMG}>\text{SRC}="\text{http://ad.doubleclick.net/ad/ pixel.whoreads/NEW}\text{ WIDTH}=1\text{ HEIGHT}=1\text{ border}=0"\>
\(<\text{IMG}>\text{WIDTH}=1\text{ HEIGHT}=1\text{ border}=0\text{ SRC}="\text{http://user.preferences.gov/ping?ML_SD=WebsiteTE_Website_1x1_RunOfSite_A ny&db_afcr=4B31-C2FB-10E2C&event=reghome&group=register&time=2002.10.27.20.5.6.37}"\>
In addition to removing sensitive content from user-viewable source code, some access control measures may be implemented to protect such code, as well as other Web content, from being copied and misused (e.g., Web page defacement; plagiarism of Web content). These techniques cannot prevent determined users from manipulating viewable source code, even if it means printing the content of a Web page and scanning it with an optical character reader or retyping it. However, these techniques should inhibit less determined, less resourceful attackers and casual plagiarists from:

- Copying HTML source code;
- Cutting and pasting text content;
- Screen capture.

To inhibit copying of user-viewable HTML content, including viewable source code, consider use of an HTML authoring tool or add-on that enables source code encryption (e.g., Authentica’s NetRecall, Andreas Wulf Software’s HTML Guard).

Unfortunately, there is no way the Web server can prevent the browser from being able to display HTML source code. The user can choose to turn off source viewing in the browser, but this cannot be controlled by the server. If HTML source viewing is seen as a major problem, you may want to code the main elements of the Website (navigation, header, etc.) in a Java applet, if possible, instead of using HTML. Unlike HTML source, Java applet source code, as well as CGI source code, cannot be displayed using a browser’s VIEW SOURCE function (though use of a Turing technology like Java vs. a non-Turing technology like HTML presents its own security issues).

Another countermeasure for inhibiting the cutting and pasting of Web content is to serve content as Portable Document Format (PDF) files instead of HTML. Although it is possible to cut and paste PDF files downloaded and displayed in an Acrobat Reader (versus via the Acrobat browser plug-in, which does prevent PDF cut and paste), the process is somewhat awkward and may inhibit casual plagiarism.

An even more effective approach is to scan any text documents that you do not want to be cut and paste into image files such as Graphics Interchange Format (GIF) or Joint Photographic Experts Group (JPEG, or JPG) files, which would enable the text to be served as images and thereby bypass any text-based filtering software. While these image files in their entirety can be copied and pasted, the text within them cannot be extracted electronically.

None of these technical countermeasures can prevent a user from printing a hard copy of a Web page (even one posted as an image file) and scanning it with an optical character reader. However, some COTS products designed to control copyright-protected material do advertise the ability to prevent browsers from sending protected Web content to a printer. However, even such products cannot prevent a determined user from simply re-keying the text contained in a Web page.
To prevent screen capture by a browser, write a plug-in that wraps the system-level commands that implement the browser’s screen capture function. This wrapper plug-in, when installed in the browser, will effectively disable those commands and thus, prevent the screen capture process from occurring.

9.1.2 Bytecode obfuscation to deter reverse engineering

Bytecode obfuscation is a technique designed to help protect Java bytecode from decompilation. Preventing bytecode decompilation is a countermeasure both against disclosure and tampering (i.e., confidentiality and integrity issues).

9.2 Secure Distribution

Several of the principles and practices of trusted distribution as described in the National Computer Security Center’s *Guide to Understanding Trusted Distribution in Trusted Systems* (see reference at end of this section) are widely applicable to ensure the integrity of software distributions by reducing the number of opportunities for malicious or nefarious actors to gain access to and tamper with the software after it has shipped.

Many features of trusted distribution have, in fact, become standard mechanisms for protecting COTS software from tampering while in transit from supplier to consumer, including tamperproof or tamper-resistant packaging and read-only media, secure and verifiable distribution channels (e.g., HTTP-Secure downloads, registered mail deliveries), and digital integrity mechanisms (such as hashes and code signatures).

The following practices will help preserve the integrity of the software, including the installation routines and tools shipped with it.

9.2.1 Protection for online distributions

If the software will be distributed via a network download, establish a protected channel for distribution. This protection should include at a minimum encryption, digital hash and/or digital watermarking of the package to be downloaded (to enable tamper-detection), and digital code signature to provide.

Authentication of the individual downloading the software may also be desirable, in which case a mechanism needs to be provided that uses a realistic basis for identification and authentication, such as the name and purchase/order number associated with the individual. Digital rights management may be used to deter tampering (vs. providing tamper-detection).

While code signatures cannot guarantee that the code was not malicious to begin with, or is otherwise error-free, they do provide validated evidence to the entity (user or process) that
will execute the software that the code came from a trusted source. Code signatures also act as tamper-detection mechanisms. Code signatures cannot, however, attest to the quality or trustworthiness of the entity (person or signature application) that affixed the signature to the code.

9.2.2 Protection for offline distributions

If the software will be distributed on physical storage media, the easiest way to tamperproof the content is to use a storage medium that is non-rewritable (e.g., non-rewritable compact disc-read-only memory [CD-ROM]). Use of CD-ROM has the additional advantage of being the least expensive physical storage medium. It may also be desirable to apply a digital code signature so that the installer can verify that the code on the CD-ROM came from the expected, trusted source, and was not corrupted or tampered with while it was being written to the disc.
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9.3 SECURE INSTALLATION AND CONFIGURATION

The software may have been designed and developed to be extremely secure, but it will not remain secure if its configuration parameters are not set as the designer intended. Similarly, the configuration parameters of its execution environment must be set so the software is not unnecessarily exposed to potential threats.

The main purpose of reconfiguration of the software upon installation is to reset the default parameters set in the delivered software; this includes establishing and setting access control parameter values for the accounts, roles, groups, file system directories, etc. associated with the software in its installed environment.

The installation documentation for the software should specify configuration parameters that are as restrictive as possible, to make sure the software is as resistant as possible to anticipated attacks and exploits. The installation documentation should also strongly encourage the use of secure installation procedures, not just for the initial installation, but for every additional component, update, patch, etc. installed after initial deployment.

Ideally, the configuration procedures will require the administrator or user to explicitly approve the software installation before that installation can occur. This is of particular importance for software that is retrieved via download.

The installation and configuration procedures for the software system should include the specific instructions described in the sections below.
If there is an operational security team responsible for “locking down” the execution environment, the developer should provide that team with any system-specific configuration settings of COTS, GOTS, OSS, or legacy execution environment components. Such settings include all additional environment constraints required above and beyond those in the operational security team’s standard “locked down” configuration.

Moreover, the developer’s configuration information for the security team should document any circumstances in which the violation of one of the “lock down” configuration parameters was truly unavoidable, i.e., because the software could not be implemented in a way that would enable it to run correctly with that particular environment configuration setting (e.g., a particular service or interface disabled).

9.3.1 Instructions for configuring restrictive file system access controls for initialization files and target directories

The administrator should configure the most restrictive access control policy possible when installing the software, only adjusting those restrictions as necessary when the software goes into production. Sample “working users” and access rights for “all configurations” should never be included the software’s default configuration.

Many software systems read an initialization file to allow their defaults to be configured. To ensure that an attacker cannot change which initialization file is used, nor create or modify the initialization file, the file should be stored in a directory other than the current directory. Also, user defaults should be loaded from a hidden file or directory in the user’s home directory. If the software runs on Unix or Linux and is setuid/setgid, it should be configured not to read any file controlled by a user without first carefully filtering that file as untrusted input. Trusted configuration values should be loaded from a different directory (e.g., from /etc in Unix).

9.3.2 Instructions for validating install-time security assumptions

When installing, the administrator should be guided in verifying that all security assumptions made by the software are valid. For example, the administrator should check that the system’s source code, and that of all library routines used by the software, are adequately protected by the access controls of the execution environment (OS) in which the software is being installed. Also, the administrator should verify that the software is being installed on the anticipated execution environment before making any assumptions about environment security mechanisms and posture.

9.3.3 Instructions for removing all unused and unreferenced files

The administrator should remove all unnecessary (unused or unreferenced) files from the software’s execution environment, including:

- Commercial and open source executables known to contain exploitable faults;
• Hidden or unreferenced files and programs (e.g., demo programs, sample code, installation files) often left on a server at deployment time;

• Temporary files and backup files stored on the same server as the files they duplicate;

• Dynamic link libraries, extensions, and any other type of executable that is not explicitly allowed.

If the host operating system is Unix or Linux, the administrator can use a recursive file *grep* to discover all extensions that are not explicitly allowed.

### 9.3.4 Instructions for changing of passwords and account names on default accounts

Note that a lot of COTS software is preconfigured with one or more default user (and sometimes group) accounts, such as “administrator”, “test”, “guest”, and “nobody”. Many of these accounts have widely-known default passwords, making them subject to password guessing attacks.

Some software vendors have begun delivering their products with default accounts locked and expired, to force the installer to change them. Others provide tools to scan for the default passwords. For example, the Oracle Installer automatically locks and expires most accounts and/or forces password resets on newer Oracle products, while the Oracle Default Password Scanner that can be run against legacy Oracle installations to locate unchanged default passwords.

### 9.3.5 Instructions for deleting unused default accounts

Web and database application vulnerability scanners should be run, if possible, to detect any commonly used default passwords that may have been overlooked. If possible without “breaking” the Web server’s correct operation, its “nobody” account should be renamed to something less obvious.

Instructions for ensuring the confidentiality of configuration data and include files: Place *include* files and configuration files outside of the Web documentation root in the Web server directory tree. This will prevent the Web server from serving these files as Web pages. For example, on the Apache Web server, add a *handler* or an *action* for *.inc* (include) files:

```xml
<Files *.inc> Order allow,deny Deny from all</Files>
```

This places the include files in a protected directory (e.g., *.htaccess*), and designates them as files that will not be served.

Use a filter to deny access to the files. For example, on the Apache Web server use:

```xml
<Files ~ "\phpincludes"> Order allow,deny Deny from all</Files>
```
If full regular expressions must match filenames, also use the Apache FilesMatch directive.

If the include file is a valid script file to be parsed by the server, make sure it is designed securely, and does not act on user-supplied parameters. In addition, change all file permissions to eliminate world-readable permissions. Ideally, the permissions will be set so that only the \textit{uid/gid} of the Web server can read the files.

Regardless of these configuration parameters, an attacker who is able to get the Web server to run his/her own scripts to access the files will be able to circumvent such permission limitations. One countermeasure to this problem is to run different copies of the Web server program: one for trusted users, and a second for untrusted users, each with appropriate permissions. This approach is difficult to administer, however. Yet, if the perceived threat is great, the additional administrative overhead may be worth it. Knowing that two (or more) versions of the program may be run at different sensitivity levels, the developer may want to tailor each version to its specific intended environment, \textit{e.g.}, to provide greater integrity assurance for the less sensitive version that will be subjected to greater risk from its untrusted users than the more sensitive version will from its trusted users.

\section*{9.3.6 Other considerations for locking down the execution environment}

The software's installation instructions may need to include environment lockdown procedures, if no such guidelines/procedures already exist elsewhere. Specific environment lock-down considerations include:

- Configuring the required security protections and services, and their interfaces, for protecting or interacting with the software;

- Disabling all non-essential services;

- Configuring the available file system directory access controls, virtual machine monitor, TPM, or other environment compartmentalization mechanisms to isolate the trusted components of the software from its untrusted components and from other higher-risk entities on the same host, and to constrain the execution of untrusted components of the software;

- Setting access privileges on the directory in which the software executables will be stored to ensure that the software is execute-only accessible to all individuals except the administrator;

- Disabling any non-secure protocols;

- Moving production data if necessary to separate it from the program’s control/management data;

- Installation of all current security patches for environment components;
- Establishment and testing of all environment recovery procedures;
- Configuring of all intrusion detection, anomaly detection, firewall, honeypot/honeynet/honeytoken, insider threat/security monitoring, and event/incident reporting capabilities

The developer responsible for documenting environment lockdown procedures may wish to consult one or more of the existing secure configuration guides and/or checklists for the environment in question; some are listed in the Suggested Resources below.
9.4 SECURE SUSTAINMENT CONSIDERATIONS

Although the developer’s main concern will be with producing software that starts out secure, he/she also has a role to play in ensuring that the software’s security is preserved during its sustainment.

9.4.1 Vulnerability management

Object-oriented programming models that enforce principles such as inversion of control can complicate the problems of vulnerabilities emerging over time. This is because such models as the Spring framework for Java allows components to be “wired” together declaratively, so that individual components can be replaced without reengineering the system. When components are replaced in this way, the original security assumptions made by the developer regarding those components may be invalidated. For this reason, a security impact analysis needs to be performed whenever a component is replaced, no matter how little impact that replacement may have on other properties of the system.

Similarly, security impact analyses should be performed before deploying any patches, updates, or maintenance changes that affect the software’s design, and any negative impact on the system’s security posture (i.e., by introducing vulnerabilities, non-secure behaviors/state changes) should be mitigated with the mitigations delivered as part of the patch or update. As each patch, update, and maintenance change is produced, the patch’s impact on the software
architecture and design should be evaluated, and the appropriate system documentation should be updated to include a description and rationale for the patch or change. Note also that risk exposure increases whenever a software product or software-intensive system has had multiple patches installed without first evaluating the impact of the patch on the system architecture and design.

Review of the findings of regularly-scheduled periodic security audits of operational software (which should be performed using automated vulnerability scanners, penetration tests, and other post-deployment appropriate tools and techniques) will enable the developer responsible for software maintenance to observe and analyze how the software has behaved in real world usage and environment conditions over time, and compare that against the expectations engendered by the software’s pre-deployment and immediate post-deployment security test results. Analysis of audit results will also enable the developer to verify that the original secure deployment configuration of the software has not been changed in ways that introduce previously unobserved vulnerabilities. It is also the responsibility of the software’s vulnerability manager, configuration manager, or maintainer to issue reports to customers about vulnerabilities discovered; these reports should include information about plans for patch issuance to address the reported vulnerabilities.

In addition to performing ongoing post-deployment vulnerability assessments and security audits, the developer responsible for the software’s sustainment should track and reacting to all COTS and OSS component suppliers’ vulnerability and patch notifications, as well as those of trusted third parties. Similarly, customer and CERT and CSIRT incident reports should be reviewed.

The developer should also study the results of forensic analyses of security incidents involving the software. In all cases, the findings of the developer’s analysis should form the basis for identifying new security requirements for future software releases, as well as for strategizing security-focused refactoring or reengineering to satisfy those new requirements. Forensic security analyses assist the analyst in determining which vulnerabilities in the software’s functionality or interfaces were exploited in the attack; the focus is to analyze proven vulnerabilities, rather than to locate vulnerabilities that may or may not exist. The analyst should consider three areas for analysis:

1. **Intra-component**: If the exploited vulnerability is suspected to lie within the component itself, the focus of the analysis should be on attaining static and dynamic visibility into behavior and state changes within the component to pinpoint where the vulnerability may lie (the vulnerability’s location in source code should be traced if the code is available);

2. **Inter-component**: If the location of the vulnerability is suspected to lie in the interface between two components, the analysis should focus on the communication or programmatic interface mechanisms and protocols used between the components, and should attempt to reveal any incompatibilities between the implementation of those mechanisms/protocols from one component to another;
3. **Extra-component:** If the vulnerability is suspected to lie in an environment component or in the combined interactions of a series of components, the analyst should review audit and event logs for the software and its environment’s components, focusing on system-level security-relevant behaviors to reveal points of vulnerability in the configuration of the software and its environment components, and in the interaction of the software with its environment.

The same secure software principles and disciplined secure development practices should be adhered to in the production of patches as were followed in the original development of the software.

During regression testing, the developer should re-run a subset of the original software security tests to ensure that the software modifications cause only intended changes in the system’s behavior and do not inadvertently cause any unintended changes. In developing the regression security test plan, the misuse/abuse cases and attack scenarios (based in part on relevant attack patterns) used in earlier test cases should be augmented by any new abuse/misuse cases and attack scenarios suggested by real world attacks that have emerged since the software was last tested.

### Suggested Resources


#### 9.4.2 Software aging and security

Software programs that are required to execute continuously are subject to software aging. Software ages because of error conditions, such as memory leaks, memory fragmentation, memory bloating, missed scheduling deadlines, broken pointers, poor register use, build-up of numerical round-off errors, and other error conductions that accumulate over time with continuous use. Software aging manifests by increasing the number of failures that result from deteriorating operating system resources, unreleased file locks, and data corruption. Software aging makes continuously-running software a good target for DoS attacks, because such software is known to become more fragile over time.

Software aging can occur in acquired or reused software, such as Web servers, database management systems, or public key infrastructure middleware, as well as in software developed from scratch. As the number of software components that are “always on” and connected to the publicly accessible networks (e.g., the Internet) increases, the possibility of DoS attacks targeted at likely-to-be-aging programs also increases. Attackers who are able to guess that a particular system is constantly online can exploit this knowledge to target the
kinds of vulnerabilities that manifest as a result of software aging. Two techniques that have proven effective against the problem of software aging are rejuvenation and reconfiguration.

Software rejuvenation is a proactive approach that involves stopping executing software periodically, cleaning internal states, and then restarting the software. Rejuvenation may involve all or some of the following: garbage collection, memory defragmentation, flushing operating system kernel tables, and reinitializing internal data structures. Software rejuvenation does not remove bugs resulting from software aging but rather prevents them from escalating to the point where the software becomes significantly fragile and easily targeted.

While rejuvenation incurs immediate overhead because some services become temporarily unavailable, these brief “outages” can be scheduled and predicted, and can help prevent lengthy, unexpected failures caused by successful DoS attacks. The critical factor in making scheduled downtime preferable to unscheduled downtime is determining how often a software system must be rejuvenated. If unexpected DoS could lead to catastrophic results, a more aggressive rejuvenation schedule might be justified in terms of cost and availability. If unexpected DoS is equivalent to scheduled downtime in terms of cost and availability, then a reactive approach might be more appropriate.

By contrast with proactive rejuvenation, the reactive approach to achieving DoS-resistant software is to reconfigure the system after detecting a possible attack, with redundancy as the primary tool that makes this possible and effective. In software, reconfiguration implements redundancy in three different ways:

- Independently-written programs that perform the same task are executed in parallel, with the developers comparing their outputs (this approach is known as n-version programming);
- Repetitive execution of the same program while checking for consistent outputs and behaviors;
- Use of data bits to “tag” errors in messages and outputs, enabling them to be easily detected and fixed.

The objective of software redundancy is to enable flexible, efficient recovery from DoS, independent of knowledge about the cause or modus operandi of the DoS attack. While robust software can be built with enough redundancy to handle almost any failure, the challenge is to achieve redundancy while minimizing cost and complexity.

In general, reconfiguring executing software for recovery from a failure in another part of the software system should only be performed if it can be accomplished without impacting users. However, there are cases when a high priority component fails and requires resources for recovery. In this scenario, lower priority components’ execution should be delayed or terminated and their resources reassigned to aid this recovery, resulting in intentional degradation.
SUGGESTED RESOURCES

## APPENDIX A: ABBREVIATIONS, ACRONYMS, AND DEFINITIONS

### A.1 ABBREVIATIONS AND ACRONYMS

<table>
<thead>
<tr>
<th>Acronym/Abbreviation</th>
<th>Amplification</th>
</tr>
</thead>
<tbody>
<tr>
<td>ACM</td>
<td>Association for Computing Machinery</td>
</tr>
<tr>
<td>AEGIS</td>
<td>Appropriate and Effective Guidance for Information Security</td>
</tr>
<tr>
<td>AJAX</td>
<td>Asynchronous JavaScript And XML</td>
</tr>
<tr>
<td>AOM</td>
<td>Aspect Oriented Modeling</td>
</tr>
<tr>
<td>AOSD</td>
<td>Aspect Oriented Software Development</td>
</tr>
<tr>
<td>API</td>
<td>Application Programmatic Interface</td>
</tr>
<tr>
<td>ARINC</td>
<td>Aeronautical Radio Incorporated</td>
</tr>
<tr>
<td>ASP</td>
<td>Active Server Pages</td>
</tr>
<tr>
<td>ASP .NET</td>
<td>Active Server Pages for .NET</td>
</tr>
<tr>
<td>BIOS</td>
<td>Basic Input Output System</td>
</tr>
<tr>
<td>CAPEC</td>
<td>Common Attack Pattern Enumeration and Classification</td>
</tr>
<tr>
<td>CBK</td>
<td>Common Body of Knowledge</td>
</tr>
<tr>
<td>CD-ROM</td>
<td>Compact Disc-Read-Only Memory</td>
</tr>
<tr>
<td>CERT</td>
<td>Computer Emergency Response Team</td>
</tr>
<tr>
<td>CGI</td>
<td>Common Gateway Interface</td>
</tr>
<tr>
<td>CLASP</td>
<td>Comprehensive, Lightweight Application Security Process</td>
</tr>
<tr>
<td>CLR</td>
<td>Common Language Runtime</td>
</tr>
<tr>
<td>CM</td>
<td>Configuration Management</td>
</tr>
<tr>
<td>CMU</td>
<td>Carnegie Mellon University</td>
</tr>
<tr>
<td>CORAS</td>
<td>Consultative Object Risk Analysis System</td>
</tr>
<tr>
<td>COTS</td>
<td>Commercial-Off-The-Shelf</td>
</tr>
<tr>
<td>CPU</td>
<td>Central Processing Unit</td>
</tr>
<tr>
<td>CSIRT</td>
<td>Computer Security Incident Response Team</td>
</tr>
<tr>
<td>CSRF</td>
<td>Cross Site Request Forgery</td>
</tr>
<tr>
<td>CWE</td>
<td>Common Weakness Enumeration</td>
</tr>
<tr>
<td>DACS</td>
<td>Data and Analysis Center for Software</td>
</tr>
<tr>
<td>DBC</td>
<td>Design by Contract</td>
</tr>
<tr>
<td>D.C.</td>
<td>District of Columbia</td>
</tr>
<tr>
<td>Acronym/Abbreviation</td>
<td>Amplification</td>
</tr>
<tr>
<td>----------------------</td>
<td>---------------</td>
</tr>
<tr>
<td>DCE</td>
<td>Distributed Computing Environment</td>
</tr>
<tr>
<td>DCID</td>
<td>Director of Central Intelligence Directive</td>
</tr>
<tr>
<td>DHS</td>
<td>Department of Homeland Security</td>
</tr>
<tr>
<td>DISA</td>
<td>Defense Information Systems Agency</td>
</tr>
<tr>
<td>DoD</td>
<td>Department of Defense</td>
</tr>
<tr>
<td>DoS</td>
<td>Denial of Service</td>
</tr>
<tr>
<td>DTE</td>
<td>Domain and Type Enforcement</td>
</tr>
<tr>
<td>DTIC</td>
<td>Defense Technical Information Center</td>
</tr>
<tr>
<td>e.g.</td>
<td><em>exempla grata</em> (Latin term meaning “provided as an example”)</td>
</tr>
<tr>
<td>FDD</td>
<td>Feature-Driven Development</td>
</tr>
<tr>
<td>FIPS</td>
<td>Federal Information Processing Standard</td>
</tr>
<tr>
<td>FMEA</td>
<td>Failure Modes and Effects Analysis</td>
</tr>
<tr>
<td>GIF</td>
<td>Graphics Interchange Format</td>
</tr>
<tr>
<td>GOTHS</td>
<td>Government Off The Shelf</td>
</tr>
<tr>
<td>GSSP</td>
<td>Global Secure Software Programmer</td>
</tr>
<tr>
<td>GUI</td>
<td>Graphical User Interface</td>
</tr>
<tr>
<td>HTML</td>
<td>Hyper Text Markup Language</td>
</tr>
<tr>
<td>HTTP</td>
<td>Hyper Text Transfer Protocol</td>
</tr>
<tr>
<td>i.e.</td>
<td><em>id est</em> (Latin term meaning “that is”)</td>
</tr>
<tr>
<td>IA</td>
<td>Information Assurance</td>
</tr>
<tr>
<td>IATAC</td>
<td>Information Assurance Technology Analysis Center</td>
</tr>
<tr>
<td>IAVA</td>
<td>Information Assurance Vulnerability Alert</td>
</tr>
<tr>
<td>IBM</td>
<td>International Business Machines</td>
</tr>
<tr>
<td>IEC</td>
<td>International Electrotechnical Commission</td>
</tr>
<tr>
<td>IEEE</td>
<td>Institute of Electrical and Electronics Engineers</td>
</tr>
<tr>
<td>Inc.</td>
<td>Incorporated</td>
</tr>
<tr>
<td>ISO</td>
<td>International Organization for Standardization</td>
</tr>
<tr>
<td>IT</td>
<td>Information Technology</td>
</tr>
<tr>
<td>IV&amp;V</td>
<td>Independent Verification and Validation</td>
</tr>
<tr>
<td>JAR</td>
<td>Java ARchive</td>
</tr>
<tr>
<td>Java EE</td>
<td>Java Platform, Enterprise Edition</td>
</tr>
<tr>
<td>Acronym/Abbreviation</td>
<td>Amplification</td>
</tr>
<tr>
<td>----------------------</td>
<td>---------------</td>
</tr>
<tr>
<td>JPEG</td>
<td>Joint Photographic Experts Group</td>
</tr>
<tr>
<td>JPG</td>
<td>Joint Photographic Experts Group</td>
</tr>
<tr>
<td>JSP</td>
<td>Java Server Pages</td>
</tr>
<tr>
<td>JVM</td>
<td>Java Virtual Machine</td>
</tr>
<tr>
<td>KAOS</td>
<td>Knowledge Acquisition in automated Specification</td>
</tr>
<tr>
<td>Mac OS X</td>
<td>Macintosh Operating System version 10</td>
</tr>
<tr>
<td>MDA</td>
<td>Model Driven Architecture</td>
</tr>
<tr>
<td>MDD</td>
<td>Model Driven Development</td>
</tr>
<tr>
<td>MILS</td>
<td>Multiple Independent Layers of Security</td>
</tr>
<tr>
<td>MISRA</td>
<td>Motor Industry Software Reliability Association</td>
</tr>
<tr>
<td>ML</td>
<td>MetaLanguage</td>
</tr>
<tr>
<td>MSSDM</td>
<td>Motorola Secure Software Development Model</td>
</tr>
<tr>
<td>NASA</td>
<td>National Aeronautics and Space Administration</td>
</tr>
<tr>
<td>NIST</td>
<td>National Institute of Standards and Technology</td>
</tr>
<tr>
<td>NSA</td>
<td>National Security Agency</td>
</tr>
<tr>
<td>OS</td>
<td>Operating System</td>
</tr>
<tr>
<td>OSS</td>
<td>Open Source Software</td>
</tr>
<tr>
<td>OWASP</td>
<td>Open Web Application Vulnerability Project</td>
</tr>
<tr>
<td>PDF</td>
<td>Portable Document Format</td>
</tr>
<tr>
<td>Perl</td>
<td>Practical extraction and report language</td>
</tr>
<tr>
<td>PHP</td>
<td>a recursive acronym that amplifies to PHP Hypertext Processor; PHP originally stood for Personal Home Page</td>
</tr>
<tr>
<td>PITAC</td>
<td>President’s Information Technology Advisory Committee</td>
</tr>
<tr>
<td>RAIi</td>
<td>Resource Acquisition Is Initialization</td>
</tr>
<tr>
<td>REVEAL</td>
<td>Requirements Engineering VERification and vALidation</td>
</tr>
<tr>
<td>RPC</td>
<td>Remote Procedure Call</td>
</tr>
<tr>
<td>RSA</td>
<td>Rivest-Shamir-Adleman</td>
</tr>
<tr>
<td>RUP</td>
<td>Rational Unified Process</td>
</tr>
<tr>
<td>S2e</td>
<td>Secure Software Engineering</td>
</tr>
<tr>
<td>SAFECODE</td>
<td>Static Analysis For safe Execution of Code</td>
</tr>
<tr>
<td>SANS</td>
<td>SysAdmin, Audit, Networking and Security</td>
</tr>
<tr>
<td>SAX</td>
<td>Simple API for XML</td>
</tr>
<tr>
<td>Acronym/Abbreviation</td>
<td>Amplification</td>
</tr>
<tr>
<td>----------------------</td>
<td>---------------</td>
</tr>
<tr>
<td>SCADA</td>
<td>Supervisory Control And Data Acquisition</td>
</tr>
<tr>
<td>SCM</td>
<td>Software Configuration Management</td>
</tr>
<tr>
<td>SDL</td>
<td>Security Development Lifecycle</td>
</tr>
<tr>
<td>SDLC</td>
<td>Software Development Life Cycle</td>
</tr>
<tr>
<td>SOA</td>
<td>Service Oriented Architecture</td>
</tr>
<tr>
<td>SQL</td>
<td>Structured Query Language</td>
</tr>
<tr>
<td>SQUARE</td>
<td>System QUALity Requirements Engineering</td>
</tr>
<tr>
<td>SSE-CMM</td>
<td>System Security Engineering Capability Maturity Model</td>
</tr>
<tr>
<td>SSL/TLS</td>
<td>Secure Socket Layer/Transport Security Layer</td>
</tr>
<tr>
<td>STIG</td>
<td>Security Technical Implementation Guide</td>
</tr>
<tr>
<td>TCL</td>
<td>Tool Command Language</td>
</tr>
<tr>
<td>TDD</td>
<td>Test Driven Development</td>
</tr>
<tr>
<td>T-MAP</td>
<td>Threat Modeling based on Attacking Path Analysis</td>
</tr>
<tr>
<td>TPM</td>
<td>Trusted Processor Module</td>
</tr>
<tr>
<td>TRIAD</td>
<td>Trustworthy Refinement through Intrusion-Aware Design</td>
</tr>
<tr>
<td>TSP-Secure</td>
<td>Team Software Process for Secure Software Development</td>
</tr>
<tr>
<td>U.S.</td>
<td>United States</td>
</tr>
<tr>
<td>UDDI</td>
<td>Universal Description, Discovery, and Integration</td>
</tr>
<tr>
<td>UML</td>
<td>Unified Modeling Language</td>
</tr>
<tr>
<td>URI</td>
<td>Universal Resource Identifier</td>
</tr>
<tr>
<td>URL</td>
<td>Universal Resource Locator</td>
</tr>
<tr>
<td>VB.NET</td>
<td>Visual Basic for .NET</td>
</tr>
<tr>
<td>VBScript</td>
<td>Visual Basic Script</td>
</tr>
<tr>
<td>VM</td>
<td>Virtual Machine</td>
</tr>
<tr>
<td>VMM</td>
<td>Virtual Machine Monitor</td>
</tr>
<tr>
<td>vs.</td>
<td>Abbreviation of versus, the Latin word meaning “against” (indicating a contrast)</td>
</tr>
<tr>
<td>WSDL</td>
<td>Web Service Definition Language</td>
</tr>
<tr>
<td>XHTML</td>
<td>eXtensible HyperText Markup Language</td>
</tr>
<tr>
<td>XML</td>
<td>eXtensible Markup Language</td>
</tr>
<tr>
<td>XP</td>
<td>eXtreme Programming</td>
</tr>
<tr>
<td>XSD</td>
<td>XML Schema Design</td>
</tr>
</tbody>
</table>
A.2 DEFINITIONS

The following are definitions of terms used in this document, as they are intended to be understood.

- **ABUSE**: Malicious misuse, usually with the objective of alteration, disruption, or destruction.

- **ACQUISITION**: The procurement or purchase of a product or service under contract or licensing agreement.

- **ASSET**: Anything that has value (e.g., data, executing process) to a stakeholder (e.g., organization who owns it).

- **ASSURANCE ARGUMENT**: A justification that a given assurance claim (or sub-claim) is true or false.

- **ASSURANCE CASE**: The set of assurance claims of critical system/software assurance properties (requirements of the system), assurance arguments that justify the claims (including assumptions and context), and assurance evidence supporting the arguments.

- **ASSURANCE CLAIM**: The critical system/software requirements for assurance, including the maximum level of uncertainty permitted. [NDIA]

- **ASSURANCE EVIDENCE**: Information that demonstrably substantiate the arguments in an assurance case. [adapted from NDIA]

- **ASSURANCE**: (1) Grounds for confidence that an entity meets its security objectives. (2) Justifiable grounds for confidence that the required properties of the software have been adequately exhibited. In some definitions, assurance also incorporates the activities that enable the software to achieve an assurable state and/or result in the verification of the software’s required properties.

- **ATTACK**: An attempt to gain unauthorized access to a system’s services or to compromise one of the system’s required properties (integrity, availability, correctness, predictability, reliability, etc.). When a software-intensive system or component is the target, the attack will most likely manifest as an intentional error or fault that exploits a vulnerability or weakness in the targeted software.

- **AVAILABILITY**: (1) Consistently timely and reliable access to and use of a system, its data, and its resources. (2) The degree to which the services of a system or component are operational and accessible when needed by their intended users. When availability is considered as a security property, the intended users must be authorized to access the specific services they attempt to access, and to perform the specific actions they attempt
to perform. The need for availability generates the requirements that the system or component be able to resist or withstand attempts to delete, disconnect, or otherwise render the system/component inoperable or inaccessible, regardless of whether those attempts are intentional or accidental. The violation of availability is referred to as Denial of Service or sabotage.

- **Buffer Overflow**: A condition at an interface under which more input can be placed into a buffer or data holding area than the capacity allocated, overwriting other information. Attackers exploit such a condition to crash a system or to insert specially crafted code that allows them to gain control of the system. A buffer overflow condition exists when a program attempts to put more data in a buffer than it can hold or when a program attempts to put data in a memory area past a buffer. In this case, a buffer is a sequential section of memory allocated to contain anything from a character string to an array of integers.

- **Bug**: A problem, often the result of an error, that exists in the software's code that may or may not represent a vulnerability.

- **Commercial-Off-The-Shelf (COTS)**: Commercial products that are ready-made and available for sale to the general public.

- **Component Assembly**: Process of organizing and configuring components (by the strict definition of that term) to use their built-in interfaces to communicate/interact with each other. Also referred to as “composition” and “integration”.

- **Component**: A part or element within a larger system. A component may be constructed of hardware or software and may be divisible into smaller components. In the strictest definition, a component must have a contractually-specified interface (or interfaces), explicit context dependencies, the ability to be deployed independently, the ability to be assembled/composed with other components by someone other than its developer. In the less restrictive definition used in this document, a component may also be a code module or code unit. A code unit is either: a separately testable element of a software component, or a software component that cannot be further decomposed into constituent components, or a logically-separable part of a computer program. A code module is either: a program unit that is discrete and identifiable with respect to compilation, combination with other units, and loading, i.e., a code unit, or a logically separable part of a computer program, i.e., a code unit.

- **Compromise**: A violation of the security policy of a system, or an incident in which any of the security properties of the system are violated.

- **Configuration Management**: Management of security features and assurances through control of changes made to hardware, software, firmware, and documentation, test, test fixtures, and test documentation throughout the life cycle of an information system.
• **CORRECTNESS:** (1) The degree to which software is free from errors or inadequacies in its specification, design, and implementation. (2) The degree to which software, documentation, or other items satisfy their specified requirements. (3) The degree to which software, documentation, or other items meet user needs and expectations, whether those needs and expectations are specified or not. (4) **CORRECTNESS:** The property that ensures that software performs all of its intended functions as specified. Correctness can be seen as the degree to which: software is free from faults in its specification, design, and implementation; or software, documentation and other development artifacts satisfy their specified requirements; or software, documentation, and other development artifacts meet user needs and expectations, regardless of whether those needs and expectations are specified or not. In simple terms, software that is correct will be free of faults, and will operate consistently with its specification.

• **COUNTERMEASURE:** An action, device, procedure, technique, or other measure that reduces the vulnerability/weakness of a component or system.

• **CRITICAL SOFTWARE:** Software the failure of which could have a negative impact on national security or human safety, or could result in a large financial or social loss. Critical software is also referred to as *high-consequence* software.

• **CUSTOM SOFTWARE:** Software developed either for a specific organization or function. It is generally not targeted to the mass market, but usually created for a specific customer to satisfy that customer’s unique needs.

• **DENIAL OF SERVICE (DoS):** (1) Prevention of authorized access to a system or resource by making that system/resource unavailable or inaccessible at its expected level of operation capacity and performance, *e.g.,* by delaying system operations and functions, terminating system operations, or interfering with connectivity to/from the system. Any action or series of actions that prevents any part of a system from functioning constitutes a DoS. (2) The intentional violation of the software’s availability resulting from an action or series of actions that has one of the following outcomes: the system’s intended users cannot gain access to the system; or one or more of the system’s time-critical operations is delayed; or a critical function in the system fails. Also referred to as *sabotage*.

• **DEPENDABILITY:** The ability of a system to perform its intended functionality or deliver its intended service correctly and predictably whenever it is called upon to do so, including under hostile conditions such as when the software comes under attack or runs on a malicious host. The following properties of software directly contribute to its dependability: availability, integrity, reliability, survivability, trustworthiness, safety, fault-tolerance.

• **EMBEDDED SOFTWARE:** Software that is part of a larger physical system and performs some of the requirements of that system, such as monitoring, measuring, or controlling the actions of the system’s physical components, *e.g.,* software used in an aircraft or
rapid transit system. Typically, such software does not provide an interface with the user; however, this limitation is changing with some modern embedded software.

- **ERROR:** (1) Deviation of one of the software’s states from correct to incorrect. (2) Discrepancy between the condition or value actually computed, observed, or measured by the software, and the true, specified, or theoretically correct value or condition. (3) A human action that leads to the presence of an error (e.g., a coding error) in software, or a failure of operational software.

- **EVENT:** An occurrence of some specific situation, activity, or data handling.

- **EXECUTION ENVIRONMENT:** The aggregation of hardware, software, and networking entities surrounding the software which directly affect or influence its execution.

- **EXPLOIT:** A technique, which may be implemented by software code (often in the form of a script), that takes advantage of a vulnerability or security weakness in a piece of target software. If implemented by software code, the code itself (rather than the activity it performs) is sometimes referred to as the exploit.

- **FAILURE:** (1) Non-performance by a system or component of an intended/required function or service within the operational parameters specified for that function or service. (2) Deviation of the system’s performance from its specified, expected parameters (such as its timing constraints).

- **FAULT:** The adjudged or hypothesized cause of an error.

- **FLAW:** An error of commission, omission, or oversight in the creation of the software’s requirements, architecture, or design specification that results in an inadequate, and often weak, software design, or in one or more errors in its implementation. Some software assurance practitioners object to the word “flaw” because it is often confused with “error”, “fault”, and “defect”. (Just as “defect” is sometimes similarly confused with “flaw”.) A flaw may or may not represent a vulnerability.

- **FORMAL METHOD:** A process by which the system architecture or design is mathematically modeled and specified, and/or the high-level implementation of the system is verified, through use of mathematical proofs, to be consistent with its specified requirements, architecture, design, or security policy.

- **FORMAL:** Based on mathematics. (This narrow definition is used in this SOAR to avoid the confusion that arises when “formal” is used both to mean “mathematically-based” and as a synonym for “structured” or “disciplined”.)

- **IMPLEMENTATION:** The SDLC phase at the end of which the software is able to operate. In this document, “implementation” is used to designate the activities that follow the design phase and precede the testing phase, e.g., coding and software integration.
• **INDEPENDENT TESTING:** A common practice of software testing is that it is performed by an independent group of testers after the functionality is developed but before it is shipped to the customer. This practice often results in the testing phase being used as project buffer to compensate for project delays, thereby compromising the time devoted to testing.

• **INDEPENDENT VERIFICATION AND VALIDATION (IV&V):** Verification and Validation performed by a third party, *i.e.*, an entity that is neither the developer of the system being verified and validated, nor the acquirer/user of that system.

• **INFORMATION ASSURANCE:** Measures that protect and defend information and information systems by ensuring their availability, integrity, authentication, confidentiality, and non-repudiation. These measures include providing for restoration of information systems by incorporating protection, detection, and reaction capabilities. Often used interchangeably with “information security”, which is the protection of information and information systems from unauthorized access, use, disclosure, disruption, modification, or destruction in order to provide confidentiality, integrity, and availability.

• **INFORMATION SYSTEM:** A discrete set of information resources organized for the collection, processing, maintenance, use, sharing, dissemination, or disposal of information.

• **INFORMATION TECHNOLOGY:** Any equipment or interconnected system or subsystem of equipment that is used in the automatic acquisition, storage, manipulation, management, movement, control, display, switching, interchange, transmission, or reception of data or information by the executive agency. Information technology includes computers, peripherals, software, firmware, services (including support services), and related resources.

• **INPUT VALIDATION:** The act of determining that data input to a program is sound (*e.g.*, for example, might include: the length, format, physical content of the data do not vary from the acceptable parameters defined for length, format, and physical content).

• **INTEGRITY:** (1) Guarding against improper modification or destruction. (2) The property of a system or component that reflects its logical correctness and reliability, completeness, and consistency. Integrity as a security property generates the requirement for the system or component to be protected against intentional attempts to either alter or modify the software in an improper or unauthorized manner (note that attempts to destroy the software in an improper or unauthorized manner are considered attacks on the system’s availability, *i.e.*, Denial of Service attacks); or through improper or unauthorized manipulation to cause the software to either perform its intended function(s) in a manner inconsistent with the system’s specifications and the intended users’ expectations, or to perform undocumented or unexpected functions.
• **JUSTIFIABLE CONFIDENCE:** The actions, arguments and evidence that provides a basis for a defensible reduction in uncertainty.

• **LEAST PRIVILEGE:** The principle whereby each subject (i.e., actor) in the system is granted only the most restrictive set of privileges needed by the subject to perform its authorized tasks, and whereby the subject is allowed to retain those privileges for no longer than it needs them.

• **MALICIOUS CODE:** (1) Software or firmware intended to perform an unauthorized process that will have adverse impact on the confidentiality, integrity, or availability of an information system. (2) A virus, worm, Trojan horse, or other code-based malicious entity that successfully infects the host. (3) Undocumented software or firmware intended to perform an unauthorized or unanticipated process that will have adverse impact on the dependability of a component or system. Malicious code may be self-contained (as with viruses, worms, malicious bots, and Trojan horses), or may be embedded in another software component (as with logic bombs, time bombs, and some Trojan horses).

• **MALICIOUS CODE:** Undocumented software or firmware intended to perform an unauthorized or unanticipated process that will have adverse impact on the dependability of a component or system. Malicious code may be self-contained (as with viruses, worms, malicious bots, and Trojan horses), or it may be embedded in another software component (as with logic bombs, time bombs, and some Trojan horses). Also referred to as malware.

• **MALWARE:** A malicious program that is inserted into a system, usually covertly, with the intention of compromising the specified operation of that system, including its ability to protect the confidentiality, integrity, and availability of the system’s data, applications, or operating system or of otherwise annoying or inhibiting the operational abilities of the system’s users. Often used interchangeably with “malicious code”.

• **MISTAKE:** An error committed by a person as the result of a bad or incorrect decision or judgment by that person. Contrast with “error”, which is used in this document to indicate the result of a “mistake” committed by software (i.e., as the result of an incorrect calculation or manipulation).

• **MISUSE:** Usage that deviates from what is expected (with that expectation usually based on the software’s specification). If the misuse is maliciously motivated, it is referred to as abuse.

• **MOBILE CODE:** Software modules obtained from remote systems, transferred across a network, and then downloaded and executed on local systems without explicit installation or execution by the recipient. In particular, “mobile code” is used to describe applets within web browsers based upon Microsoft's ActiveX, Sun's Java, or Netscape's JavaScript technologies.
- **Non-repudiation**: For purposes of information security, assurance the sender of data is provided with proof of delivery and the recipient is provided with proof of the sender’s identity, so neither can later deny having processed the data. In terms of software’s activities, non-repudiation extends to the inability of software to deny having performed a specific action.

- **Open source software**: Publicly-available software the source code of which can be obtained by license permitting users to study and change (improve) the software, as well as redistribute it in modified or unmodified form.

- **Outsourcing**: The delegation of operations or jobs from internal production within a business to an external entity usually by contract.

- **Penetration testing**: Security testing in which evaluators mimic real-world attacks to attempt to identify methods for circumventing the security features of an application, system, or network. Penetration testing often involves issuing real attacks on real systems and data, using common tools and techniques used by attackers. Most penetration tests involve looking for combinations of vulnerabilities on a single system or multiple systems that can be used to gain more access than could be achieved through any single vulnerability.

- **Predictability**: The properties, states, and behaviors of the system or component never deviate from what is expected.

- **Problem**: Used interchangeably with anomaly, though “problem” has a more negative connotation, and implies that the anomaly is, or results from, a flaw, defect, fault, error, or failure.

- **Program**: The umbrella structure established to manage a series of related projects. The program does not produce any project deliverables. The project teams produce them all. The purpose of the program is to provide overall direction and guidance, to make sure the related projects are communicating effectively, to provide a central point of contact and focus for the client and the project teams, and to determine how individual projects should be defined to ensure all the work gets completed successfully. A program may also be an executable software entity.

- **Quality**: The degree to which a component, system or process meets its specified requirements and/or stated or implied user, customer, or stakeholder needs and expectations.

- **Reliability**: (1) The ability of a software system, including all of its individual components, to accomplish their objectives without failure, degradation, or unspecified behavior. Software that possesses the characteristic of reliability to the extent that it can be expected to consistently perform its intended functions satisfactorily. This implies a time factor in that reliable software is expected to perform correctly over a period of time. It also encompasses environmental considerations in that the software is required
to perform correctly in whichever conditions it finds itself - this is sometimes termed robustness. (2) The probability of failure-free (or otherwise satisfactory) software operation for a specified/expected period/interval of time, or for a specified/expected number of operations, in a specified/expected environment under specified/expected operating conditions.

- **Requirement:** A statement that identifies an operational, functional, or design characteristic or constraint of a product or process. Ideally, a requirement should be unambiguous, testable or measurable, and necessary to the acceptability of the process or product (by consumers or those responsible for verifying the product’s/process’ conformance to internal quality assurance guidelines.

- **Risk:** (1) The possibility that a particular threat will adversely impact an information resource (including information systems, information, and software, whether embedded or part of an information systems) by exploiting a particular vulnerability. (2) The level of impact on an organization’s business operations (including mission, functions, image, or reputation), assets, or individuals resulting from the operation of a system, given the potential impact of a threat and the likelihood of that threat occurring. The potential that a given threat will exploit vulnerabilities of an asset or group of assets and thereby cause harm to the organization. It is measured in terms of a combination of the probability of an event and its consequence.

- **Risk:** The likelihood that a particular threat will adversely impact a system by exploiting a particular vulnerability.

- **Robustness:** The degree to which a component or system can function correctly in the presence of invalid inputs or stressful environmental conditions, including inputs or conditions that are intentionally and maliciously created.

- **Role:** An abstract definition of a set of functions performed and work products or deliverables owned. Roles are typically realized by an individual, or a set of individuals, working together as a team. Roles are not individuals; instead, they describe how individuals behave in the business and what responsibilities these individuals have.

- **Sabotage:** See Denial of Service.

- **Safety:** Persistence of dependability in the face of realized hazards (unsponsored, unplanned events, accidents, mishaps) that result in death, injury, illness, damage to the environment, or significant loss or destruction of property.

- **Sandboxing:** A method of isolating application-level components into distinct execution domains, the separation of which is enforced by software. When run in a sandbox, all of the component’s code and data accesses are confined to memory segments within that sandbox. In this way, sandboxes provide a greater level of isolation between executing processes than can be achieved when processes run in the
same virtual address space. The most frequent use of sandboxing to isolate the
execution of untrusted programs (e.g., mobile code, programs written in potentially
unsafe languages such as C) so that each program is unable to directly access the same
memory and disk segments used by other programs, including trusted programs.
Virtual machines (VMs) are sometimes used to implement sandboxing, with each VM
providing an isolated execution domain.

• **SECURE CODING PRINCIPLES**: A set of philosophical imperatives that collectively govern
how coding is done by the programmer so that the resulting software will behave and
function as securely as possible.

• **SECURE CODING**: Software programming practices that reduce or eliminate software
defects/programming errors as well as other programming practices that lead to
software vulnerabilities.

• **SECURE DESIGN PRINCIPLES**: A set of philosophical imperatives that collective govern
how the design is conceived by the developer so that the resulting software will behave
and function as securely as possible.

• **SECURE SOFTWARE PROJECT MANAGEMENT**: Systematic, disciplined, and quantified”
application of management activity that ensures the software being developed
conforms to security policies and meets security requirements.

• **SECURE SOFTWARE**: Software that consistently exhibits the properties of dependability,
trustworthiness, and reliability. For purposes of software assurance, secure software
needs only realize these properties with a justifiably high confidence without having to
guarantee absolutely the substantial set of explicit security properties and functionality,
including all those required for its intended usage.

• **SECURE STATE**: The condition in which no subject can access another entity in an
unauthorized manner for any purpose.

• **SECURITY POLICY**: A succinct statement of the strategy for protecting objects and subjects
that make up the system. The system’s security policy describes precisely which actions
the entities in the system are allowed to perform and which ones are prohibited.

• **SECURITY**: Protection against subversion or sabotage (which includes denial of service).
Security is a composite of four attributes – confidentiality, integrity, availability, and
accountability plus aspects of a fifth, usability, all of which have the related issue of
their assurance. To be considered secure, software must exhibit three properties:
dependability, trustworthiness, and survivability (also referred to as resilience).

• **SERVICE**: A set of one or more functions, tasks, or activities performed to achieve one or
more objectives that benefit a user (human or process).
• **SOFTWARE ASSURANCE**: The level of confidence that software is free from vulnerabilities, either intentionally designed into the software or accidentally inserted at anytime during its life cycle, and the software functions in the intended manner.

• **SOFTWARE DEVELOPMENT LIFE CYCLE PROCESS**: The process by which user needs are translated into a software product. The process involves translating user needs into software requirements, transforming the software requirements into architecture and design, implementing the design in code or obtaining existing code that is able to perform the actions specified in the design, integrating the code components, testing the code, and sometimes installing and checking out the software for operational activities. NOTE: Depending on the SDLC process in use, these activities may overlap or may be performed iteratively.

• **SOFTWARE PEDIGREE**: Background/lineage of the software being acquired. This includes such considerations as how the version of the software under consideration at a given point in time was originally conceived and implemented, and by whom. While the software’s pedigree is extended, and thus changed, each time the software is modified in some way by its developer, at any given point in time, the software as it exists in that point in time, can be said to have a fixed pedigree.

• **SOFTWARE PROVENANCE**: Experience of the software being acquired after it leaves the control of its developer(s) and enters the supply chain. This includes such considerations as how the software is licensed, how it is installed and configured in its execution environment, and how it is modified through patching and updating, and by whom. Provenance also reflects changes in responsibility for the ongoing development of the software (new versions, patches, etc.)—for example, if this responsibility shifts from the software’s original developer to an integrator or a new development organization (as when one software firm buys another).

• **SOFTWARE SECURITY ASSURANCE**: Justifiable grounds for confidence that software’s security property, including all of security’s constituent properties (e.g., attack-resistance, attack-tolerance, attack-resilience, lack of vulnerabilities, lack of malicious logic, dependability despite the presence of sponsored faults, etc.) has been adequately exhibited. Often abbreviated to *software assurance*.

• **SOFTWARE**: A set of instructions, written in some form of symbolic language (i.e., a “programming language” or “scripting language”), which are ultimately interpreted or compiled into the low-level binary language directly understood by the hardware of the processor on which the software executes, in order for that processor to accomplish the functional tasks specified by the software.

• **SOFTWARE-INTENSIVE SYSTEM**: A system in which the majority of components are implemented in/by software, and in which the functional objectives of the system are achieved primarily by its software components.
- **STANDARD:** An agreement among any number of organizations that defines certain characteristics, specification, or parameters related to a particular aspect of computer technology.

- **STATE:** (1) A condition or mode of existence that a system or component may be in, for example the input state of a given channel. (2) The values assumed at a given instant by the variables that define the characteristics of a component or system.

- **SUBVERSION:** (1) The intentional violation of the software’s integrity. (2) Changing a process or product so as to provide a means to compromise a required property, such as security.

- **SURVIVABILITY:** (1) Resilience sufficient for the software to resist or tolerate most known attacks and as many novel attacks as possible, or if unable to resist or tolerate them, to recovery as quickly as possible with as little damage as possible. In most cases, this will require the software to be able to isolate the source of the attack. (2) The ability to continue correct, predictable operation despite the presence of realized hazards and threats.

- **SYSTEM:** (1) A collection of components organized to accomplish a specific function or set of functions. (2) **System:** A combination of interacting elements organized to achieve one or more stated purposes. These elements include hardware, software, data, computing resources, human users, etc.

- **TESTING:** An activity performed for assessing the conformance of software with any or all of its required properties and/or behaviors, and for improving it, by identifying defects and problems.

- **THREAT MODELING:** The analysis, assessment and review of audit trails and other information collected for the purpose of searching out system events that may constitute violations of system security. The artifact of threat modeling is the threat model.

- **THREAT:** (1) Any entity, circumstance or event with the potential to adversely impact harm the software system or component through its unauthorized access, destruction, modification, and/or denial of service. (2) An actor, agent, circumstance, or event with the potential to cause harm to a software-intensive system or to the data or resources to which it has or enables access. If intentional and malicious, the threat is likely to be realized by an attack that exploits a vulnerability in software.

- **TRUST:** The confidence one element has in another that the second element will behave as expected.

- **TRUSTWORTHINESS:** (1) Containing few if any vulnerabilities or weaknesses that can be intentionally exploited to subvert or sabotage the software’s dependability, and containing no malicious logic that would cause the software to behave in a malicious
manner. (2) Logical basis for assurance (i.e., justifiable confidence) that the system will perform correctly, which includes predictably behaving in conformance with all of its required critical properties, such as security, reliability, safety, survivability, etc., in the face of wide ranges of threats and accidents, and will contain no exploitable vulnerabilities either of malicious or unintentional origin. Software that contains exploitable faults or malicious logic cannot justifiably be trusted to “perform correctly” or to “predictably satisfy all of its critical requirements” because its ability to be compromised and the execution of unexpected and unspecified malicious logic renders prediction of its correct behavior impossible.

- **USER**: Any person or process authorized to access an operational system.

- **VERIFICATION AND VALIDATION (V&V)**: The process of confirming, by examination and provision of objective evidence, that each step in the process of building or modifying the software yields the right products (verification). Verification asks and answers the question “Was the software built right?” (i.e., correctness); and the software being developed or modified will satisfy its particular requirements (functional and non-functional) for its specific intended use (validation). Validation asks and answers the question “Was the right software built?” (i.e., suitability). In practical terms, the differences between verification and validation are unimportant except to the theorist. Practitioners use the term V&V to refer to all of the activities that are aimed at making sure the software will function as required. V&V is intended to be a systematic and technical evaluation of software and associated products of the development and maintenance processes. Independent V&V is a process whereby the products of the software development life cycle are reviewed, verified, and validated by an entity that is neither the developer nor the acquirer of the software, which is technically, managerially, and financially independent of the developer and acquirer, and which has no stake in the success or failure of the software. See also “independent testing”.

- **VULNERABILITY**: (1) Weakness in a software system that could be exploited by an attacker. Bugs and flaws collectively form the basis of most software vulnerabilities. (2) A development error, bug, flaw, or weakness in deployed software that can be exploited with malicious intent by a threat with the objective of subverting (violation of integrity) or sabotaging (violation of availability) the software, often as a step towards gaining unauthorized access to the information handled by that software. Vulnerabilities can originate from weaknesses in the software’s design, faults in its implementation, or problems in its operation.

- **WEAKNESS**: (1) A flaw, defect, or anomaly in software that has the potential of being exploited as a vulnerability when the software is operational. A weakness may originate from a flaw in the software’s security requirements or design, a defect in its implementation, or an inadequacy in its operational and security procedures and controls. The distinction between “weakness” and “vulnerability” originated with the MITRE Corporation Common Weaknesses and Exposures (CWE) project.
(http://cve.mitre.org/cwe/about/index.html). (2) An underlying condition or construct in software that has the potential for degrading the security of the software.

- **WEB SERVICE**: A software component or system designed to support interoperable machine- or application-oriented interaction over a network. A Web service has an interface described in a machine-processable format (specifically WSDL). Other systems interact with the Web service in a manner prescribed by its descriptions using SOAP messages, typically conveyed using HTTP with an XML serialization in conjunction with other Web-related standards.
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APPENDIX C: SECURITY CONCERNS ASSOCIATED WITH SPECIFIC SOFTWARE TECHNOLOGIES, METHODOLOGIES, AND PROGRAMMING LANGUAGES

C.1 SECURITY CONCERNS ASSOCIATED WITH WEB SERVICE SOFTWARE


SUGGESTED RESOURCES


C.2 SECURITY CONCERNS ASSOCIATED WITH EMBEDDED SYSTEM SOFTWARE

By virtue of their usage profile, embedded devices have a much higher reliability expectation than most of the other software systems. This means that embedded software must continue to operate in spite of security threats. It also renders the common software security policy of patching after a failure irrelevant.

Embedded devices, especially portable devices, face many more security threats than a non-embedded system, e.g., an information system. Hackers may use sensitive test equipment to steal, disassemble, and probe small devices to remove memory elements from the system to extract their contents, use debugging ports and software to read sensitive data or force unintended operation, measure electromagnetic radiation or power consumption to gain clues about hidden functions and concealed information. By forcing the system to operate outside its design parameters through introduction of extreme temperatures, voltage excursions, and clock variations the attacker can expose anomalous and vulnerable behaviors.

Memory devices are a favorite target of attack because they store both the system’s firmware and software and its sensitive data. Many devices can be read while in circuit and may provide temporary plain text data during operation. If the device includes a tamper sensor, the designer can incorporate hardware or software resources that will rapidly erase sensitive data before it can be extracted.

A threat unique to software within embedded systems is the fact that the physical system may fall into an adversary’s hands, allowing the scrutiny and reverse engineering of the system, including its software component. Once the system is well-understood, the adversary will be able to devise countermeasures to the system’s security protections or to the system itself (e.g., in the case of a SCADA or weapons system). There is also a possibility that the adversary will use information gained through the reverse engineering to design a new version of the system which can be employed against the copied system or its originator.

Embedded software may be designed according to any of several dozen software architectures and hosted on any of numerous operating systems. These architectures and operating systems may provide good security protection or none at all. This abundance of existing and emerging embedded-system architectures is increasing the number of available attack paths, and inhibiting the development of an industry-wide security protection scheme for embedded software. These attack paths are targeted by an increasing number and variety of security threats intended to cause embedded system disruptions, force unplanned operations, or extract sensitive data.

Some key secure software design principles are particularly relevant to embedded software design:

- Differentiation between low- and high-consequence functions and public and private data. By denying user access to high-consequence functions and private data, the designer can reduce the risks to these elements of the embedded system;

- The design must provide protection during the embedded system’s normal operation, during attack through a network connection, and during electronic probing (e.g., in an attacker’s laboratory).

Most embedded operating system security specifications focus on implementing security protections defined in the Common Criteria; one of these, from LynuxWorks, is intended to achieve certified assurance at Evaluation Assurance Level 7. The MILS system standard requires a partitioned real-time operating system that can be certified as secure through a set of rigorous tests. MILS systems provide memory protection and guaranteed resource availability, enabling the user to securely host both trusted and untrusted data on the same processor. Developers can create formally-verified, always-invoked, tamperproof application code with non-bypassable security features for MILS platforms. Green Hills Software, LynuxWorks, and Wind River Software are among vendors working on MILS-compliant RTOSs.

At a loss for how to improve the security of their software, embedded systems designers are relying increasingly to strengthened physical packaging to protect their embedded software.

TPMs, such as those conforming to the open industry standards defined by the Trusted Computing Platform Alliance can be used as secure platforms for embedded programs. An embedded TPM monitors the boot process to create hash values or checksums for important elements, such as BIOS, device drivers, and operating-system loaders. The TPM stores these values and compares them with the reference values that define the trustworthy status of the platform. The TPM also provides public/private-key Rivest-Shamir-Adleman (RSA)-based encryption and decryption along with a tamperproof on-chip memory for storing keys and passwords.

Security concerns and precautions have changed the basic design guidelines for embedded products. Traditional criteria for evaluating embedded systems designs—smallness of circuitry, efficiency of code, and long mean times between failures—are no longer adequate; these criteria must be augmented by the requirement for dependability, trustworthiness, and resilience during not only normal operation, but also under attack.
In the UK, Praxis High Integrity Systems\textsuperscript{56} provides development methodologies, tools, services, and resources expressly intended to support the development of secure embedded software.

Researchers at Virginia Tech are investigating the use of hardware-software co-design techniques using a design environment with specific support for secure embedded system design. According to the researchers, the objective of secure embedded system design is to protect the root-of-trust from being compromised by obtaining a systematic deployment of countermeasures that will protect the root-of-trust at different levels of abstraction. Specific techniques the researchers are applying include:

1. Partitioning of systems into secure and non-secure parts;
2. Development of secure interfaces to integrate those partitions back into a single system.

Another major challenge in secure embedded system design being addressed in the Virginia Tech research is the implementation of end-point-security, i.e. the creation of trusted channels that reach out into the peripherals and off-chip, off-board interface. Hardware-software co-design techniques are being used to build trusted channels to securely cross the hardware-software interface.

\begin{center}
\textbf{Suggested Resources}
\end{center}

\begin{itemize}
\end{itemize}

\textsuperscript{56} Website accessed 26 August 2008 at: http://www.praxis-his.com/
C.3 FORMAL METHODS AND SECURE SOFTWARE

The main purposes to which formal methods are put in the SDLC include:

1. Writing the software’s formal specification;
2. Proving properties about the software’s formal specification;
3. Constructing the software program through mathematical manipulation of its formal specification;
4. Using mathematical arguments and proofs to verify the properties of a program.

The majority of formal methods support either formal construction or on after-the-fact verification, but not on both.

The essence of a formal method is its ability to provide one or more of the following tools:

- A mathematically-based specification language in which the developer can specify, with mathematical precision, the required properties (e.g., correctness, safety, security) of the software he/she will build and the mathematical proofs whereby the software’s exhibition of those properties can be verified;
- The reasoning logic needed to model the software that needs to have its properties formally verified.
- The tools to perform the proof-based formal verification of the formally-specified, modeled software artifacts.

Formal methods have applications throughout the software life cycle. Figure C-1 maps possible uses of formal methods to each phase of the SDLC. Because formal methods can be used for correctness, independently of security concerns, the life cycle phases are not labeled in terms of security concerns.
Table C-1 describes each formal method artifact referenced in Figure C-1. Table C-2 maps formal method artifacts to SDLC activities.

**Table C-1. Formal methods artifacts defined**

<table>
<thead>
<tr>
<th>Formal Method Artifact</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Formal models of user behavior</td>
<td>Often describe sequences in which users invoke the functionality of a system. For example, decision tables, finite state machines, Markov models, or Petri nets can characterize user actions.</td>
</tr>
<tr>
<td>Formal specifications</td>
<td>Rigorously describe the functionality of a system or system component. Languages used, such as in the Vienna Development Method and Z, often involve extensions of a mixture of predicate logic and set theory.</td>
</tr>
<tr>
<td>Consistency proofs</td>
<td>Examine the components of a system in a formal specification developed at a single level of abstraction. They are useful at every phase in which a formal model is developed.</td>
</tr>
<tr>
<td><strong>Formal Method Artifact</strong></td>
<td><strong>Description</strong></td>
</tr>
<tr>
<td>---------------------------</td>
<td>-----------------</td>
</tr>
<tr>
<td>Proofs of properties</td>
<td>Prove that some proposition over states or combination of states is always maintained true in a system. For example, a formal method for safety might include the proof that some state never arises in a system.</td>
</tr>
</tbody>
</table>
| Formal verification:      | • Software requirements  
                           • Software detailed design  
                           • Coding |
<p>| The development of proofs that a formal specification at a lower level of abstraction fulfills the requirements of a formal specification of a system at a higher level of abstraction. Formal verification can be used to check software requirements against the system requirements allocated to software, architecture design against software requirements, the detailed design against the architecture design, and code against the detailed design. |
| Model checking results    | A practical technique for automated formal verification. Model checking tools use symbolic expressions in propositional logic to explore a large state space. Model checking can be performed as part of formal verification is used, with the result of the model checking analyzed to determine whether the model is accurate and trustworthy enough to form the basis for positive assurance (note that the determination of assurance is not intrinsic to model checking). |
| Formally-generated        | While prototyping is not a formal method <em>per se</em>, some formal tools can generate prototypes, especially when formal operational semantics are used. |
| prototypes                |                             |
| Model driven architecture | The automatic generation of an architecture from a Unified Modeling Language (UML) specification of a system. |
| (MDA)-generated architectural design |                             |
| Model driven development  | Supports the construction of a system or system component by transforming a formal or semi-formal model into an implementation. |
| (MDD)-generated implementation |                             |</p>
<table>
<thead>
<tr>
<th>Formal Method Artifact</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Formally-generated black box test cases</td>
<td>Test cases based on specifications of the system or component being tested, rather than on pre-existing knowledge of the internal implementation of the system or component. In so far as the original specifications are formal, formal techniques can be used to generate the associated black box test cases.</td>
</tr>
<tr>
<td>Model-based test cases</td>
<td>Efficient test cases automatically generated from models of requirements and functionality, based on the formal model of user behavior developed during the requirements phase.</td>
</tr>
</tbody>
</table>

Table C-2. Formal methods artifacts mapped to SDLC activities

<table>
<thead>
<tr>
<th>SDLC Activity</th>
<th>Formal Method Artifacts</th>
</tr>
</thead>
</table>
| System analysis                      | • Formal models of user behavior  
• Formal specifications  
• Consistency proofs  
• Proofs of properties  
• Formal tool-generated prototypes |
| System requirements allocation       | • Formal models of user behavior  
• Formal specifications  
• Consistency proofs  
• Proofs of properties  
• Formal tool-generated prototypes |
| Software requirements specification  | • Formal models of user behavior  
• Formal specifications  
• Consistency proofs  
• Proofs of properties  
• Formal verifications  
• Model checking results  
• Formally-generated prototypes |
| Test case generation (especially black box tests, integration tests) | • Formal (checked) models of user behavior  
• Formally-generated black box test cases  
• Model-based test cases |
| Software architectural design        | • Formal specifications  
• Consistency proofs  
• Proofs of properties  
• Model checking results  
• Formal tool-generated prototypes  
• MDA-generated architectural design |
<table>
<thead>
<tr>
<th>SDLC Activity</th>
<th>Formal Method Artifacts</th>
</tr>
</thead>
</table>
| Software detailed design | • Consistency proofs  
                        | • Proofs of properties  
                        | • Formal verifications  
                        | • Model checking results  
                        | • Formal tool-generated prototypes  
                        | • Model-driven development (MDD)-generated implementation |
| Coding                | • Consistency proofs  
                        | • Proofs of properties  
                        | • Formal verifications  
                        | • Model checks  
                        | • MDD-generated implementation |

The effectiveness of formal methods is determined in large part by the expertise and skill of the developer who uses them. It is quite possible for the reasoning behind formal proofs to be erroneous, and thus for those proofs to produce spurious results. Moreover, current formal methods verify properties in *models* of software, not implemented software itself. For this reason even software specified, modeled, and verified by formal methods will require adequate security testing, with some test cases based on formal models of user behavior and generated by formal tools.

Barry W. Boehm of University of Southern California has also observed that formal methods can be useful for *verification* (demonstrating that each step in the development process has satisfied the requirements imposed by previous steps) of a system as it is developed, but they are not useful for *validation* of an implemented system (demonstrating that the system actually satisfies its objectives, including its security objectives).

Moreover, while a formal verification can prove that an abstract description (*i.e.*, model) of a software implementation satisfies its formal specification, or that some formal property is satisfied in the implementation, formal verification cannot prove that the formal specification itself has captured the users’ intuitive understanding of their requirements for the specified system. Nor can formal methods prove that the implementation of the formally-specified system will run correctly under all conditions including the unexpected conditions associated with novel attacks.

Because software security requirements are often expressed in negative terms, as constraints defining what the software must not do, such requirements can be particularly difficult to specify formally, and it may not be possible to mathematically prove that such requirements have been correctly satisfied in implemented software. The same is true of safety properties, which tend to be stated in terms of “Nothing bad must happen as a result of $x$.”
As with other methods, such as aspect-oriented software development (AOSD) and secure UML variants (e.g., UMLsec), that are promoted for engineering "secure software", when case studies and papers describe real world usage of those methods, it becomes clear that what some of these methods were actually used for was to improve the correctness of IT security functions implemented by software, e.g., role-based access control, encryption. In some of the documented projects, little if any consideration was given to whether the methods also improved the trustworthiness and survivability of the software or the system as a whole.

While the reader of such studies and papers should not be deceived into believing that the experiences of their authors have much to teach about the effectiveness of formal methods in the production of secure software vs. rather functionally-correct security software, the same reader should also be aware that in other projects, more emphasis was placed on the security of the software architecture on the whole, and not just the correctness of its security mechanisms.

### C.4 Security Concerns and Benefits Associated with Specific Programming Languages

This section focuses on features of individual programming languages that affect the likelihood that the programmer will be able to write secure code in that language. The section also discusses the security benefits and concerns associated with popular programming languages, as well as secure language variants, and tools that can be used to enable the secure use of otherwise non-secure languages.

#### C.4.1 C and C++

C is one of the most widely used programming languages in the World. C is one of the primary languages used in the Windows, Macintosh Operating System Version 10 (Mac OS X), Berkeley Software Distribution, Linux, and Unix kernels. Introduced in the early 1970s, C was developed to require a straightforward compiler, low-level memory access, and language constructs that easily map to assembly-code constructs. Through these design goals, developers could create efficient and portable applications within the restrictive processing environments at the time. As such, C and C++ (the latter was originally an enhancement to C but is now considered a separate programming language) have a large installed-base of libraries and developers. Nevertheless, many of the design choices made in the 1970s to meet its original design goals (e.g., failing to perform run-time checks on arrays) have led many to claim that C and C++ are insecure programming languages. Due to its status as one of the

---

most popular programming languages in use, there are a wealth of resources on secure programming in C and C++.

In 2007, the SysAdmin, Audit, Networking and Security (SANS) Institute introduced the Global Information Assurance Certification Global Secure Software Programmer (GSSP) C certification. This certification aims to recognize C developers who can mitigate C-specific security concerns. The GSSP C certification’s essential skills include eight tasks, which address specific aspects of C development:

- **Environment and input**: Covers the skills and mechanisms necessary to securely interface with the environment and external input to the application;

- **Dynamic allocated resources**: Covers the skills and mechanisms necessary to securely use dynamic resources in the C stack and heap memory spaces;

- **Input, output, and files**: Covers the skills and mechanisms necessary to securely interact with output functions such as `printf` and reading and writing to the file system;

- **Security mechanisms**: Covers identification, authentication, authorization, privacy, encryption and secure designs;

- **Concurrency**: Covers the skills and mechanisms necessary to securely implement multi-threaded applications;

- **C types**: Covers the skills and mechanisms necessary to securely interact with built-in C types (e.g., null-terminated strings, pointers and arrays);

- **Error conditions**: Covers the skills and mechanisms necessary to securely identify and handle error conditions in applications;

- **Coding correctness and style**: Covers the skills and mechanisms necessary to write simple, readable and correct code to minimize the introduction of vulnerabilities (e.g., avoid dangerous functions and do not mix assignment and comparison operators).

**Suggested Resources**


**C.4.2 Java**
Java allows the user to have almost full control of the virtual environment in which the Java bytecode is run. Many of the security flaws discovered in Java have been implementation problems in the Java Virtual Machine (JVM). Because portions of the JVM are written in C, it is subject to the same coding errors and security flaws as any other C program. Much of Java’s security mechanisms can be traced back to one of its original uses: running untrusted Java applets on client machines. Java has since become a popular platform for enterprise applications, where language portability and security are important concerns.

While the Java language itself provides a number of security features, applications can only be secured when these features are used appropriately. Java applets run with almost all of Java’s security features enabled while server-side code is often run in less restrictive configurations. There are common requirements when the Java code runs on client or on the server. Input from untrusted sources should always be validated.

Increasingly, Java is being used to implement Web services, enabling server-to-server communication via language-independent mechanisms. Web services are a conglomeration of software systems designed to support interoperable machine-to-machine interaction over a network. This encompasses services that use SOAP-formatted XML envelopes and have their interfaces described by WSDL. Inherently, Web services suffers from many of the same vulnerabilities as Web applications, with the methods for exploitation differing. Therefore, it is critical to ensure Web services are securely implemented.

C.4.2.1 Secure Java development

As one of the most popular development languages, a number of organizations have put together secure coding guidelines and considerations for Java developers. In 2007, the SANS Institute introduced the GIAC GSSP Java certification. This certification aims to recognize Java developers who understand Java security mechanisms and can mitigate Java-specific security concerns. The GSSP Java certification’s essential skills include nine tasks, which address specific aspects of Java development:

- Input handling, which covers the skills and mechanisms necessary to deal with potentially malicious input;
- Authentication and session management, which covers the skills and mechanisms necessary to securely provide authentication and session support in Java;
- Access control, which covers the skills and mechanisms available for access control in Java, specifically the Java EE controls and Java Authentication and Authorization Service API;
- Java Types and JVM Management, which covers the security implications of Java types and garbage collection;
- Application Faults and Logging, which covers the skills and mechanisms available for securely handling application faults and logging output;
- Encryption Services, which covers the skills and mechanisms necessary to take full advantage of the Java Cryptographic Extensions API;

- Concurrency and Threading, which covers the skills and mechanisms necessary to properly structure multi-threaded Java programs;

- Connection Patterns, which covers the skills and mechanisms necessary to securely interface with other applications;

- Miscellaneous, which covers language-specific security mechanisms, such as access modifiers, Java Archive (JAR) protections and Java EE filters.

### Suggested Resources


C.4.3 C# and VB.NET

C# was developed by Microsoft as part of its .NET initiative to provide developers with the power of languages like Java and C++ for rapid application development. Like Java, C# runs in a secure environment through code access security, which provides a sandbox in which to run Common Language Runtime (CLR) applications, such as C# and VB.NET (Visual Basic for .NET). Like Java, C# provides improvements over C and C++ through strong type checking, array bounds checking, detection of attempts to use uninitialized variables, source code portability (through the .NET CLR) and garbage collection. Unlike Java, C# applications also support accessing raw memory—although these portions of the code must be marked as unsafe, allowing reviewers to easily locate such code. Through code access security, C# offers security similar to Java’s while providing native access to all functionality that the .NET framework provides.

Visual Basic .NET was released along side of C# as a successor to the legacy Visual Basic language. While the VB.NET syntax is very similar to the original Visual Basic language, VB.NET provides a fully object-oriented language in place of the Component Object Model-
based language of Visual Basic. While Visual Basic has long been notorious for its security concerns, VB.NET’s support of garbage collection, object-oriented design, code access security, and the .NET framework place it on equal footing with C#. Through the .NET framework and the CLR, C# and VB.NET have access to the same security libraries and both C# and VB.NET applications are subject to code access security.

Like in Java, code written in C# or VB.NET can be downloaded and run from untrusted sources. To alleviate this problem, Microsoft has integrated code access security into the .NET Framework. Code access security provides varying levels of trust for code based on where the code originates and allows individual users to specify what permissions will be given to an application. Because code access security is part of the .NET Framework, all applications that access the .NET Framework can be subject to code access security. Because policies are defined on a per-machine basis, libraries are provided that allow applications to determine whether the application has a particular permission prior to performing a potentially restricted act—allowing .NET applications to alter their behavior rather than simply throw a security exception.

Windows security is principal-oriented with authorization decisions being based on the identity of an authenticated principal. Code Access Security adds another dimension of security by allowing authorization decisions to be based on the identity of the code rather than the user who runs the code.

Code is authenticated and its identity is determined using attributes of the code called evidence. Evidence can include an assembly’s public key, which is part of its strong name, its download URL, or its installed application directory, among other attributes. Once all the evidence is gathered and passed through security policy, the policy is then used to determine the capabilities of the code and the permissions it has to access secure resources.

Default policy ensures that all code installed on a local machine is fully trusted and granted an unrestricted set of permissions to access secure resources. As a result, any resource accessed is only subject to operating system security. Code installed on a local machine is fully trusted because a conscious decision is required by an administrator to install the software in the first place.

The .NET Framework uses principal objects, which contain identity objects, to represent users when .NET code is running. Together they provide the backbone of .NET role-based authorization. For ASP.NET Web applications, a principal and identity object attached to the current thread and Web request represents the authenticated user.

Identity and principal objects must implement the IIdentity and IPrincipal interfaces respectively. These interfaces are defined within the System.Security.Principal namespace.

SUGGESTED RESOURCES
C.4.4 Ada

Ada was designed from its introduction in 1983, with the first Ada standard, Ada-83, to support sound software engineering techniques and promote program reliability, predictability, and analyzability. Since its introduction in 1983, Ada has been used in the development of safety-critical systems. Many of the language issues that Ada addresses in safety-critical development are also relevant for secure software. For example, Ada includes a number of features that help address common software security vulnerabilities, including:

- Strong typing that prevents many range errors that lead to buffer overflows in weakly typed or un-typed languages, such as C and C++;
- Clear syntax for numeric literals;
- Compile-time detection of typing errors;
- Runtime checking that raises exceptions, thereby allowing controlled recovery;
- Language semantics that are precisely-defined (by an international standard), and thus clearly understandable;
- Encouragement for programming of well-defined, predictable program behaviors;
- Ability to declare scalar data using explicit ranges, assisting in program readability and range analysis - a key differentiator between Ada and C, C++, and Java;
• Parameter passing whereby parameter modes are specified based on the direction of data flow ("in", "out", or "in out"), which facilitates data flow analysis;

• Inclusion in Ada of a high-level model ("tasking") that supports structured concurrent programming, enabling security functions to easily be mapped to individual Ada tasks, elegantly supporting one-security-function-per-thread-of-control. By contrast, C and C++ lack this facility entirely, and Java’s thread model is low-level and error prone;

• Direct support for fixed point binary and decimal data;

• A compiler directive, the pragma Normalise_Scalars, that directs the compiler to use an invalid value as the default initialization for scalar objects whenever possible.

• Ability to easily specify use of only a complete, usable subset of the full language from which individual features have been removed, e.g., to impose restraints needed to achieve security objectives. This "subsetting" is accomplished through a compiler directive, pragma Restrictions set with arguments identifying the specific features to be excluded; this pragma can be used in concert with a higher-level directive, pragma Profile, which defines a collection of Restrictions pragmas.

While there is no predefined secure subset of Ada, Ada’s subsetting feature enables developers to define their own subsets based on the expressability desired and the analysis techniques they plan to use. This said, there is a high-integrity Ada subset, SPARKAda (from Praxis High Integrity Systems). SPARK Ada is an Ada subset augmented with special annotations that identify various program properties, such as pre-conditions, post-conditions, and data dependencies. Through these annotations SPARKAda eliminates ambiguities that arise from language constructs that are not fully specified by the Ada standard.

The Ada-95 standard Language Reference Manual includes Annex H, “Safety and Security”, which “addresses requirements for systems that are safety critical or have security constraints.” The specific information provided in the Annex includes information on:

• How to leverage the pragma Normalize_Scalars to better understand an Ada program’s execution;

• How to document the program’s effect when a bounded error is present, or the standard Ada language rules otherwise leave the effect undocumented. Among the situations that the Annex recommends be documented are parameter-passing conventions, runtime storage management methods, and the method used to evaluate numeric expressions when that evaluation requires extended range or extra precision.

• How to leverage the pragmas Reviewable and Inspection_Point to produce object code that is more easily reviewed for security and safety concerns;

• Which pragmas and other Ada language constructs should be restricted to ease the program analysis and verification of correctness and predictable execution;
The Annex also notes that the standard Ada Valid attribute is useful in avoiding safety and security problems that could arise from use of scalars that have values that fall outside their declared range constraints.

C.4.5 Ruby

Ruby is an object oriented scripting language developed in 1995 by Japanese developer Yukihiro “Matz” Matsumoto. It incorporates features provided by Perl, SmallTalk, Eiffel, Ada, and Lisp. Within the past few years, Ruby has become an increasingly popular for Web development using the Ruby on Rails framework, developed by David Heinemeier Hansson.

Ruby on Rails provides a Web development stack similar to that provided by the Java EE or .NET Web development frameworks. It provides built-in support for integrating with relational databases, Web services and AJAX.

Ruby on Rails aims to simplify Web development by relying on “convention over configuration.” In Java EE and .NET applications, developers are required to use a number of configuration mechanisms to describe how the application interacts with a database and how the Model, View and Controller components are related to one another. In Ruby on Rails, users are expected to follow a standard pattern in naming objects, variables and SQL tables. This provides allows for the rapid development of Web applications using little code. A
corollary to this is that the Web application has the potential to be more secure due to the reduced complexity of developed code.

One important item to note regarding Ruby on Rails is that it is one of the first Web application frameworks to support a mechanism for protecting against Cross Site Request Forgery (CSRF) attacks. The CSRF-killer plug-in\textsuperscript{58} provides a transparent mechanism for supplying and verifying tokens to protect against CSRF attacks.

While there are many benefits to Ruby on Rails, it faces a number of criticisms. One of the primary criticisms is that it is not as robust as its older counterparts (Ruby on Rails 1.0.0 was released December 2005). Another criticism is that Ruby on Rails relies on the RubyGems framework for distributing libraries for the Ruby language; while RubyGems provides support for digital signatures, it is not yet widely used. Additionally, Ruby is considered slower than other scripting languages (e.g., Perl and Python) and slower than other Web application frameworks such as Java EE and .NET.

Some of the security concerns are alleviated by running Ruby on Rails on different Ruby interpreters. Two common interpreters are IronRuby, which will run Ruby applications on .NET environments; and JRuby, which runs supports Ruby on Rails on top of the Java Virtual Machine, including Java EE applications.

<table>
<thead>
<tr>
<th>Suggested Resources</th>
</tr>
</thead>
</table>

C.4.6 Server-side scripting languages

A script that runs on or interacts with a networked client is always a vulnerable target of attack, and should be written extremely carefully to minimize exploitable vulnerabilities that threaten the integrity of the system as a whole, or enable the attacker to gain unauthorized access to the underlying server.

The following recommendations should increase the security of scripts:

- Do not include or call out to shell scripts;

\textsuperscript{58} Downloadable from: http://activereload.net/2007/3/6/your-requests-are-safe-with-us
Server-side include statements that display environmental variables and file statistics present a low security risk; these functions are issued with directives such as `include` and `echo var`. A significant security risk arises, however, when using server-side includes with the `virtual` and `exec` directives to execute programs on the server. Allowing the server to execute files in this way also gives attackers the means direct the server to disclose private information or issue unauthorized commands. The article “Security Hints for Server-Side Includes” provides useful guidance on mitigating the risk posed by using server-side includes with the `exec` directive.\(^5^9\)

- Do not allow “<” and “>” in user input; either reject the input, or escape the characters by prepending them with a back slash (“\”);

- Only allow expected characters (A-Z, 0-9 and punctuation). In cases where minimal HTML is allowed, all characters should be properly encoded (e.g., “’”, “<”, and “>”);

- Remove all comments from client-side script code (also remove comments from HTML, XHTML, and any other user-viewable source code);

Only trust a client/browser for which there is strong evidence of trustworthiness. Browsers are particularly vulnerable to compromise by malicious code and attackers due to the frequent combination of lack of robustness of the client platform protections and the browser’s inherent configurability by their users, who are not always security-savvy. A well-behaved browser or other client should escape all characters in query strings that have special meaning to the underlying operating system shell. This will avoid the possibility of the script misinterpreting those characters, and will thwart any malicious user’s attempt to include special characters in query strings in order to confuse the script and gain unauthorized access to the system shell;

- Never trust data supplied to a script by a user, even if the script does not invoke the system shell;

- Do not use the `HTTP_REFERER` header for authentication in a CGI program. This header originates in the browser, not the server, and thus can be easily tampered with;

- Validate all data. Do not accept non-validated data or meta characters, or pass them to the system shell. Instead of simply detecting the meta characters, escape them;

- The “\” (back slash), which acts as the shell escape character, may itself be present in input data and cause problems. If it is found in input (during input validation) it should be stripped out and the data following it should be validated;

- Encode dynamic output to prevent the passing of malicious scripts to the user.

\(^5^9\) Accessed 12 September 2008 at: 
http://www.workz.com/content/view_content.html?section_id=482&content_id=5814
In 2006, the DHS Science and Technology Directorate established its Vulnerability Discovery and Remediation: Open Source Hardening Project, contracting Coverity to evaluate a number of popular open source applications, programs, and tools, to locate their software security vulnerabilities, and Symantec and Stanford University to remediate those vulnerabilities. As of March 2008, Coverity had evaluated over 40 open-source software packages, including the “LAMP” stack (Linux, Apache, MySQL, and Perl/Python/PHP). As of March 2008, the Project had reviewed, remediated, and reported on eleven open source software packages, including the Perl, PHP, Python, and Tool Command Language (TCL) scripting languages.

C.4.6.1 Perl

In addition to the secure scripting guidance above, there are language-specific practices that will help secure applications written in Perl. Chief among these is the use of Perl taint mode and escaping of HTML data input to Perl scripts.

Taint mode causes Perl to perform extra security validations when accessing variables and making function calls. Taint mode ensures that any tainted data received from outside the program are not used, directly or indirectly, to modify files, processes, or directories.

Specifically, taint mode prevents data derived outside the program from accidentally affecting anything else inside the program. It marks such data as tainted. All externally obtained input is marked tainted, including:

- Command-line arguments,
- Environment variables,
- Locale information (see perllocale()),
- Results of the readdir and readlink system calls,
- Results of the gecos field of getpw* calls,
- All file input.

Tainted data may not be used directly or indirectly in any command that invokes a sub-shell, nor in any command that modifies files, directories, or processes. There is one important exception: if the script passes a list of arguments to either system() or exec(), the elements of that list will not be checked for tainting. Be especially careful when using system() or exec() while in taint mode. Any data value derived from tainted data becomes tainted also.

To untaint data, perform a regular expression against a substring of the tainted data. Do not simply use “*” as the substring will defeat the taint mode mechanism altogether. Instead, identify safe patterns allowed by the script, and use them to extract good values. Check all extracted values to ensure that they do not contain unsafe characters or exceed safe lengths.

When invoking Perl (particularly when running the script as a Unix/Linux setuid program), place the -T flag at the end of the command line to put Perl into taint mode. For example:
#!/usr/bin/perl –T

See the perlsec() manual page for details. It is important to note that Perl does not consider “print” function to be an unsafe function.

Perl and mod_perl systems enable the developer to add input validation of HTML-escaped input data. For example, insert the following line of code before any output to eliminate any input that is not an alphanumeric character or a space:

```perl
$text =~ s/[\^A-Za-z0-9 ]*/ /g;
```

Use the HTML::Entities::encode() function in the HTML::Entities module of the libwww-perl CPAN distribution to escape HTML characters in input data. This encodes data into HTML entity references.

When using the Apache::Registry script or mod_perl handler, use Apache::Util::escape_html() in the Apache::Registry to encode all HTML input.

Use the Apache::TaintRequest module to automate escaping of HTML data. This will HTML-escape any tainted data item found and pass all untainted data to the browser without altering it.

Also void the functions open(), glob, and backtick (') that call the system shell to expand filename wildcard characters. Instead of open() use sysopen(), or in Perl v5.6 or later, use open() with three parameters (consult the perlopentut() manual page). Instead of backticks, use system() or a safer call.

C.4.6.2 PHP

PHP v4.1.0 and earlier versions are less secure than most scripting languages due to the way earlier versions of PHP load data into the PHP namespace. All environment variables and values sent to PHP over the Web as global variables are automatically loaded into the same namespace as normal variables, enabling attackers to set those variables to arbitrary values that persist until they are explicitly reset by a PHP program.

When a variable is first requested, PHP automatically creates that variable with a default value. Therefore, PHP programs often do not initialize variables. If the programmer forgets to set a variable, PHP must be explicitly configured to report the problem. Otherwise, by default, it will simply ignore it. These behaviors in PHP allow attackers to completely control the values of all variables in the program, unless the program was written to explicitly reset all PHP default variables upon execution. Failing to reset a single variable may create a vulnerability in the PHP program.

The following PHP program illustrates the problem. The program is intended to implement an authorization check to ensure that only users who submit the correct password are allowed access to sensitive information. However, by simply setting auth in his/her Web browser, the attacker can subvert this authorization check:
<?php
if ($pass == "hello"
$auth = 1;
...
if ($auth == 1)
 echo "sensitive information";
?>

C.4.6.2.1 Setting register_globals to “Off”

It is possible to eliminate the most common PHP attacks by setting register_globals to “off”; however, older versions of PHP are hard to use with register_globals off. In PHP 6.0, register_globals will be removed from the language.

In PHP v4.7.0 and later versions, external variables received from the environment, or from an HTTP request, a cookie, or the Web server are no longer registered in the global scope by default. Instead, they are accessed using the language’s new Superglobal arrays. Several other special arrays—most notably $_REQUEST—make it easier to develop PHP programs with register_globals set to “off”.

Note that many third-party PHP applications will not operate correctly, and in some cases not at all, with register_globals set to “off”; it may be necessary to use this setting selectively for only those programs that can operate with register_globals off. For example, on an Apache Web server, insert the following lines into the .htaccess file in the PHP directory:

    php_flag register_globals Off
    php_flag track_vars On

Also consider using directory directives for further control. Also, note that the .htaccess file itself will be ignored unless the Apache Web server has been configured to permit overrides. Check to ensure that the Apache global configuration does not set AllowOverride to “none”. Instead, configure the AllowOverride options in the Apache configuration file so as to be able to write helper functions that load only the data needed by the PHP programs.

Later versions of PHP also provide functionality that makes it easier to specify and limit the input the program should accept from external sources. Routines can be placed in the PHP library to enable users to list the input variables they want to accept. Then, functions can be written to check the validity of the patterns and types of variables before coercing the program to use them.

If register_globals cannot be set to “off”, write the program to accept only values not provided by the user, and do not trust PHP default values. Do not trust any variable that has not been explicitly set. Remember that these variables must be set for every entry point into the program itself and in every HTML file that uses the program.
Following the guidelines below should provide additional safety and security to PHP scripts.

- Begin each PHP program by resetting all variables, including global variables referenced transitively in included files and libraries, even if this means simply resetting those variables to their default values. Before doing this, the developer needs to learn and understand all the global variables that might be used by the functions called in the program. Search through the `HTTP_GET_VARS`, `HTTP_POST_VARS`, `HTTP_COOKIE_VARS`, and `HTTP_POST_FILES` to determine the originator of the data—it should not be a user. This search should be repeated whenever a new version of PHP is released, because it may add a new data source;

- Write the program to record all errors by piping them to error reports in a log file;

- Prevent remote file access by filtering all information that is used to create filenames. PHP defaults to functionality that allows it to use commands like `fopen()` to invoke Web or FTP requests from other sites;

- Use only the `HTTP_POST_FILES` array and related functions to upload files and access them. PHP allows attackers to temporarily upload files with arbitrary content. This cannot be prevented in the language itself;

- Place only protected entry points in the document tree, and place all other code—that is the majority of code—outside the document tree. Do not place `include (.inc)` files inside the document tree;

- Do not use PHP’s session mechanism, which contains security vulnerabilities;

- Because PHP is loosely typed, after validating all inputs use typecasting to coerce non-string data into the type that data should have. Develop helper functions to check and import a selected list of expected inputs;

- Use `magic_quotes_gpc()` where appropriate to help protect the script against several types of attacks;

- Modify the `php.ini` file to disable file uploads, i.e., `file_uploads = Off`;

- Be very careful when using the following functions (avoid using them if possible):

  **Code Execution:**
  
  - `eval()`
  - `include()`
  - `preg_replace()` [with or without `/e` flag]
  - `require()`
Command Execution:
` [backtick]
exec()
passthru()
popen()
system()

File Opening:
file()
fopen()
readfile().

This list is not exhaustive; refer to the PHP specification for a complete list of all PHP code and command execution functions and file opening commands.

C.4.6.2.2 PHP implementation of input validation

To ensure that the design conforms with the following principles:

- Non-bypassability of input validation;
- Inability to mistake tainted (bad/unfiltered) data for validated data;
- All data origins can be determined.

There are two main input validation methods possible in PHP: Dispatch and Include.

In PHP Dispatch, a single PHP script is available to the public (via URL). Everything else is a module included as needed with include or require. A GET variable is passed with every URL to identify the task (in modern frameworks and techniques, this requirement may be eliminated). This GET variable can be considered as a replacement for the script name. The following is a code example:

http://example.org/dispatch.php?task=print_form

Because dispatch.php is the only resource available to the public, the design of this application ensures that any global security measures taken at the top cannot be bypassed. It also lets a developer easily see the control flow for a specific task, so he/she can ensure that input filtering takes place without having to review a lot of code.

The dispatch method leverages existing mechanisms that have been proven reliable, such as the fact that only files within document root can be accessed via URL. It also relies less on the developer remembering to do something about security.
In the PHP *Include* method, a single module is included at the top of every public script within document root. This module is responsible for all global security measures, such as ensuring that input filtering cannot be bypassed. If input filtering is placed in a separate module, the developer should make sure that no path through the application’s logic bypasses the initialization of that module.

**C.4.6.2.3 Naming conventions for variables**

Only choose methods that will not make it easy to mistakenly use tainted (unfiltered) data. One approach is to rename any variable that is filtered to something that distinguishes it as being clean.

<table>
<thead>
<tr>
<th><strong>Suggested Resources</strong></th>
</tr>
</thead>
</table>

**C.4.6.3 Python**

As with other languages, be very careful when using functions and calls that allow data to be executed as parts of a program, including the following:

**Functions:**
- `exec()`  
- `eval()`  
- `execfile()`

**Calls:**
- `compile()`  
- `input()`.

Privileged Python programs that can be invoked by unprivileged users must not import the user module, which causes the `pythonrc.py` file to be read and executed. Doing so could allow an unprivileged attacker to force the trusted program to run arbitrary code.

Python does very little compile-time checking. It implements no static typing or compile-time type checking. Nor does it check that the number of parameters passed is legal for a given
function or method. There is an open source program, PyChecker, which can be used to check for common bugs in Python source code (see Bibliography and References).

Python does support restricted execution through its RExec class. RExec is primarily intended for executing applets and mobile code, but can also be used to limit privileges in a program when the code originated external to the program. By default, a restricted execution environment permits reading (but not writing) of files, and does not allow operations for network access or graphical user interface (GUI) interaction. If these defaults are changed, beware of creating security vulnerabilities in the restricted environment.

Python’s implementation calls many hidden methods and passes most objects by reference. When inserting a reference to a mutable value into a restricted program’s environment, first copy that mutable value or use the Bastion module. Otherwise, the program may change the object in a way that is visible outside the restricted environment.

C.4.6.4 ASP and ASP.NET

ASP is a fairly simple and secure language and is not prone to many of the vulnerabilities that plague other languages such as C/C++, Visual Basic, or Perl. The greatest extent of security violations for ASP occurs in the non-secure configuration of the Web server and in the failure to apply necessary patches.

ASP.NET is very similar to the syntax and theory of ASP, with the addition of numerous security features that allow quick and easy deployment. Almost every Web application that has sensitive data is going to have some concept of access privileges and restricted user input. The ASP.NET model allows for scalable and efficient deployment regarding both of these topics. The security features of ASP.NET include:

- Input validators;
- Authentication modes and authorization options: ASP.NET works in conjunction with Microsoft’s Internet Information Services, the .NET Framework, and the underlying security services provided by the operating system, to provide a range of authentication and authorization mechanisms;
- Gates and gatekeepers.

When a client makes a request, the Web server is responsible for handling the file type requested. When creating a Website that uses ASP pages, the Web server must process all documents that end in the .asp extension before they are handed over to the client. Requesting pages or files that do not end in the .asp extension can circumvent the processing that is performed by the ASP engine. In such an instance, the unprocessed page will be sent to the client in text format. The two most common mistakes that cause such problems are as follows:

- Most ASP files that are included in other ASP files have the .inc extension; this allows a client to make a direct request to the file and return the source code in text format;
• When files are modified directly on the server backup (.bak) files may be created by the development environment. These files may be requested by the client and returned in source form.

Both of these vulnerabilities deal with files that are simply not processed by the ASP engine because they do not have the correct extension. This can be avoided by either appending .asp to the filename, deleting the file from the Web root, or placing the extension in the Web server configuration so that it must be processed before being sent to the client.

If the ASP application accesses a Microsoft Access Database, it is critical that the folders on the Web server in which the MDB files are stored are not publicly accessible. Otherwise anyone who can guess the name and location of the database will be able to download it via a browser. Set up a “safe” data directory outside the Web root with permissions set that allows access by the Web server but denies access by any client, then store the MDB files in that “safe” directory.

Despite all safeguards, given the history of IAVAs and CERT and CSIRT reports associated with Microsoft products, one must expect there to be exploitable vulnerabilities in the Windows operating system, Internet Information Server Web server, ASP components, and/or Access Database used in the ASP or ASP.NET application. Moreover, one should expect an attacker to successfully exploit one of these vulnerabilities at some point in its lifetime in order to compromise the application or its data. There are new patches and fixes coming out daily from Microsoft, and it is critical to apply each one in a timely fashion in order to ensure as secure a Web server, database, and Web application as possible.

Even with all patches are kept up to date, the most restrictive user account should be used when connecting to the database and processing page requests. Unauthenticated “anonymous” access to Web server resources is usually controlled via the IUSR_MachineName or IWAM_MachineName Windows user account (where MachineName is the name of the Windows server). IUSR_MachineName is used by default, but if the Web server is configured to run out-of-process (i.e., with Application Protection set to “High Isolate” on the Home Directory tab of the Web server) then IWAM_MachineName will be used instead.

For the highest level of security, disable all permissions for these accounts and other anonymous accounts, and strictly control their access through Windows user and group access control lists. Disable anonymous access via the Internet Services Control Panel. Remember when testing and troubleshooting that permissions can be inherited from multiple groups and/or from the parent folders.

C.4.7 Client-side scripting languages

With the advent of AJAX and other Web 2.0 technologies, client side scripting languages are becoming increasingly important. In the past, it has been sufficient to simply disable client-side scripting to improve security, but many enterprise-level Web applications have begun introducing Web 2.0 concepts, requiring JavaScript or VBScript to be enabled. As such, it is
important for Web developers to understand the implications of relying on client-side processing in Web applications.

Other scripting languages, such as shell and TCL scripts, are equally necessary for non-Web applications in Unix environments. Shell scripts perform vital functions in most—if not all—Unix-like environments. As such, these scripting languages are used by many developers due to the implicit guarantee they will be part of the deployment environment (e.g., languages such as Perl, Python and Java, while very widespread, may not be as readily available). As such, this guide provides some insight into the security considerations that must be taken into account when using these languages.

C.4.7.1 JavaScript

JavaScript is a general purpose, cross-platform scripting language available in most Web browsers. It can be embedded within standard Web pages to create interactive documents. Each JavaScript interpreter supplies the needed objects to control the execution environment, and because of differences the functionality can vary considerably. Within the context of a Web browser, the language is powerful, allowing prepared scripts to modify the Web page and perform calculations on the client side, improving perceived performance and potentially reducing the load on the server. Within a browser context, JavaScript does not have methods for directly accessing a client file system or for directly opening connections to other computers besides the host that provided the content source. Moreover, the browser normally confines a script’s execution to the page in which it was downloaded.

The name JavaScript is a misnomer since the language has little relationship to Java technology and arose independently from it. Netscape developed JavaScript for its Navigator browser, and eventually JScript, a variation of JavaScript, appeared in Microsoft’s Internet Explorer. Standardizing the core language and facilities of JavaScript and JScript resulted in the ECMAScript Language Specification, which most modern Web browsers support. Design and implementation bugs have been discovered in the commercial scripting products provided with many browsers, including those from Microsoft, Apple, Mozilla, and Opera.

Visual Basic Script (VBScript) is a programming language developed by Microsoft for creating scripts that can be embedded in Web pages for viewing with the Internet Explorer browser. Alternative browsers do not support VBScript. Like JavaScript, VBScript is an interpreted language able to process client-side scripts. VBScript is a subset of the widely used Microsoft Visual Basic programming language and works with Microsoft ActiveX controls. The language is similar to JavaScript and poses similar risks.

In theory, confining a scripting language to boundaries of a Web browser should provide a relatively secure environment. In practice, this has not been the case. Many browser-based attacks stem from the use of a scripting language in combination with a security vulnerability.

60 Available at: http://www.ecma-international.org/publications/standards/Ecma-262.htm
The main sources of problems have been twofold: the prevalence of implementation flaws in the execution environment and the close binding of the browser to related functionality such as an email client. Past exploits include sending a user’s URL history list to a remote site, and using the mail address of the user to forge email. The increasing use of scripting technologies for various Websites has opened new avenues for exploits through embedded scripts.
C.4.7.2. AJAX (Asynchronous JavaScript And XML)

JavaScript is one of the main components of Asynchronous JavaScript And XML (AJAX), a collection of technologies that allows Web developers to improve the response times of Web pages. Through AJAX, developers rely on asynchronous JavaScript calls to fetch XML documents from the Web server in the background, without reloading the existing browser page.

AJAX relies on the XMLHttpRequest object, which was originally developed by Microsoft for Outlook Web Access 2000. Since its introduction, other Web browsers have provided compatible implementations. In 2006, the World Wide Web Consortium published a working draft specification. Because there is no final specification, each browser implements the XMLHttpRequest object in a slightly different manner (e.g., IE uses an ActiveX object while Mozilla Firefox offers a built-in implementation). One of primary techniques for mitigating the effects of these differences is to rely on an AJAX framework, including Google’s Web Toolkit, ASP.NET AJAX, and the Yahoo! User Interface Library.

In most cases, the Web browser will load an initial Web page containing JavaScript. This JavaScript code will instantiate the XMLHttpRequest object and send an HTTP request back to the Web server for additional data. Once the request is sent, a callback function is specified that will handle the data once it has been returned (allowing AJAX applications to handle multiple XMLHttpRequest calls at the same time). The content of these messages is arbitrary and can be defined by the developer. Traditionally, developers have relied on XML data but plaintext, HTML, and JavaScript Object Notation are becoming increasingly popular. Once the response has been received, the JavaScript code modifies the content within the browser, allowing the Web page to dynamically change without appearing to reload.

Due to its support for XML, AJAX applications can interact with Web services (both REST and SOAP services) for data interaction, allowing the Web browser to act as a GUI to an organization’s SOA. In fact, many organizations have begun exposing Web service endpoints for these purposes, allowing Web developers to create “mashups,” or applications that rely on Web services from multiple organizations. Popular mashups use the GoogleMaps API to provide a visual representation of data from a second Web service.
AJAX allows Web content to behave more like traditional applications, while potentially reducing the load on the Web server by offloading the majority HTML generation to the browser. However, AJAX also typically increases the attack surface of the Web server. In particular:

- AJAX increases the number of points where a client interacts with the application;
- AJAX may reveal details of internal functions within the Web application;
- AJAX inherits JavaScript security problems;
- By some estimates, approximately 70% of today’s malicious code is downloaded via AJAX;
- Inexperienced developers may not design AJAX applications securely;
- In many cases, cross-site scripting attacks against Web applications in AJAX may be easier to accomplish, particularly when XMLHttpRequest calls retrieve JavaScript code;
- Most processing occurs in the background, preventing the user from detecting the download of malicious software or the execution of harmful operations (e.g., CSRF).

It is important to note that while AJAX does have a built-in security model, it is increasingly being subverted by developers. AJAX relies on the same-origin restriction applied in most Web browsers. According to the Mozilla.org Website, the same origin policy prevents documents or scripts loaded from one origin from getting or setting the properties of a document from a different origin. This restricts AJAX HTTP requests to a single Web server. Nevertheless, many developers feel this is a “defective” security mechanism and have instituted a number of workarounds, allowing for cross-domain AJAX. In fact, Safari allows cross-domain AJAX without any workarounds. Should an attacker be able to succeed in a cross-site scripting attack that inserts malicious AJAX code, the attacker can perform any Web operation from the browser—potentially resulting in increasingly dangerous CSRF attacks. Without stringent protections against cross-site scripting, AJAX CSRF attacks can access any Website from the browser, including those corporate intranets, which may rely too much on the assumption that attackers will be stopped by the firewall or virtual private network.

While AJAX has introduced some potential vulnerabilities, many of the trends in AJAX development may eventually lead to more secure Web applications. For example, relying primarily on XMLHttpRequest endpoints that perform simple distinct functions, developers have begun implementing more rigid interfaces—potentially allowing for the development of improved testing mechanisms. Similarly, developers have begun to rely on AJAX frameworks for generating much of the AJAX JavaScript code. This allows testers to focus primarily on these frameworks, increasing their robustness and security along with that of the Web applications that rely on them. In addition, AJAX applications can be platform-independent—relying primarily on XML interfaces at the Web server. As such, whether a Web application is
written in PHP, Python, Java, or .NET is becoming increasingly irrelevant, as functionality can be re-implemented without requiring developers to alter any of the AJAX code.

<table>
<thead>
<tr>
<th>SUGGESTED RESOURCES</th>
</tr>
</thead>
</table>

C.4.7.3 VBScript

Like JavaScript, VBScript contains no functions that enable disk or network access. However, unlike JavaScript, which “inherits” the benefits of the Java security model, VBScript benefits from no formal security model, because Visual Basic does not provide one. Therefore, as with Visual Basic, security is entirely dependent on the programmer’s adherence to secure coding guidelines, and on secure implementation by the browser. Rather than using VBScript, use a client-side scripting language that has more extensive security features built into the language itself.

C.4.7.4 TCL

TCL comprises two parts: the language and the library. The language is a simple text language used to issue commands to interactive programs and includes basic programming capabilities. The TCL library can be embedded in application programs. In an effort to make TCL as small
and simple as possible, however, its designers have created a language that is, from a security standpoint, somewhat limited.

Because TCL was designed to be a scripting language, it has few of the capabilities of a full-blown programming language. It has no arrays or other structures from which to create linked lists. It simulates numbers, which slows TCL programs. As a result, TCL is only suitable for small, simple programs.

In TCL, there is only one data type, string. This and its other limitations make it difficult to program anything other than very simple scripts in TCL. With TCL, developers can accidentally create programs that are susceptible to malicious input strings. For example, an attacker can send characters with special meanings to TCL such as:

- embedded spaces,
- double quotes (" "),
- curly braces ({}),
- dollar signs ($),
- brackets ([ ]).

An attacker might even send input that causes these characters to be created during processing, triggering unexpected and even dangerous behavior in the TCL program.

For all these reasons, TCL should not be used to write programs that perform security functions, such as mediating a security boundary.

There is a promising alternative to generic TCL, Safe-TCL, which creates a sandbox in which the TCL program operates. Safe-TCL should be implemented in conjunction with Safe-TK, which implements a sandboxed portable GUI for Safe-TCL. Because it contains its own sandbox feature, Safe-TCL may be a good language in which to implement simple mobile code constructs.

**C.4.8 Mobile code security**

The main security considerations in development of client applications that include mobile code and/or active content are:

- How to establish the trustworthiness of mobile code and active content;
- How to protect integrity of mobile code and active content during distribution and in execution;
- How to protect the browser and its host from untrustworthy mobile code and active content. This includes how to constrain mobile code/active content execution, so that the software internals and data of the browser and the application software are not exposed or disclosed.
The primary countermeasures for addressing these considerations are digital signing of mobile code and signature validation prior to execution, and sandboxing to isolate executing mobile code from the rest of the software application. Sandboxing has been discussed previously. The following discussion focuses on signing and signature validation for mobile code.

C.4.8.1 Digital signing of mobile code

Beyond code signing and validation of code signatures to determine, after the fact, whether openly transported mobile code has been tampered with in transit, secure distribution techniques can help prevent (rather than detect) code tampering, misrouting of mobile code, illicit copying, etc.

The predominant commercial model for mobile code distribution identifies dynamically linkable parts of mobile programs by a URI. This model is based on the assumption that all constituent parts of the mobile program will be downloaded to a single location, where they will be verified, linked, possibly dynamically compiled, and ultimately executed at that location.

Aside from the obvious defects of basing a distribution management and versioning scheme on untrustworthy URIs, this approach is neither flexible nor scalable enough to support other modes of mobile-code dissemination and deployment.

If the Web application incorporates the use of mobile code, you will need to address the security of the distribution of that code. The examples below are provided to help stimulate the imagination while undertaking the definition an approach to solving the secure distribution problem for mobile code in Web applications.

C.4.8.2 Mobile code signature validation

Ideally, browsers used to interact with the Web server application will be able to verify that a mobile code executable has been signed by a certificate from a trusted certificate authority before allowing that executable to run. Optimally, these browsers will be able to distinguish between certificates to select only those that they will accept as code signers, while rejecting code signed by any other certificate.

Unfortunately, most COTS browsers do not perform mobile code signature processing very well. It is pointless to have the server sign mobile code if the browsers to which that code will be served cannot process the code signature. For this reason, and remembering to “never trust the browser”, the safest approach to using mobile code that executes in the browser context is to avoid using any Category 1 and Category 2 mobile code. Instead, limit any client-side mobile code to Category 3, such as JavaScript, VBScript, and PDF (the latter for serving documents).
C.4.9 Shell scripting languages

Shell scripting languages, device languages, etc., should never be used in application-level software. “Escaping to shell” from within application-level software creates an interface that is much sought after by attackers, because it is an interface that gives the attacker a direct path to system-level functions, files, and resources. Instead of embedding shell script, device command strings, etc., in the system, the developer should use trustworthy APIs to the required system or device functions, data, or resources. If the developer uses an add-on library or file input/output library, the portion of the software that uses that library should be compartmentalized, and all of the system’s accesses to those libraries should be logged/audited.

C.4.10 Secure language variants and derivatives

Much research has been done to produce secure variants of C and C++ and other languages, and to define new programming languages that contain few if any vulnerable constructs. Java is probably the most successful example of a type-safe programming language that also prevents pointer manipulation and has built-in garbage collection. These features, along with the JVM sandboxing mechanism for isolating the transformation and execution of untrusted byte code were conceived in part to ensure that Java would be free of the security deficiencies found in C and C++. Microsoft’s C#, similarly, attempts to extend C++ concepts into a safer (and more modern) language structure. This said, Java and C# could potentially produce less secure code, because the intermediate production of byte code means that the developer is one step removed from the actual functioning of the object code, and has no visibility into memory allocation.

Languages designed with security as their main objective have not been widely adopted, and until recently their use was limited almost exclusively to academia and the science and technology community. With the emergence of languages such as MISRA (Motor Industry Software Reliability Association) C and Praxis High Integrity Systems’ SPARKAda, however, secure programming language use has expanded into industries in which the imperative for
software safety has expanded to encompass software security concerns. Table C-2 lists the most noteworthy secure programming languages. With the exception of SPARKAda, these are all secure variants on C or C++. Also refer back to the discussion of Ada in C.4.4 for a description of how Ada in particular supports programmer definition of fully-featured secure Ada subsets.

Table C-3. Noteworthy secure language variants and derivatives

<table>
<thead>
<tr>
<th>Language</th>
<th>Resource</th>
</tr>
</thead>
</table>

C.5. Leveraging Design by Contract™ for Software Security

Design by Contract™ (DbC) enables the designer to express and enforce a contract between a piece of code (“callee”) and its caller. This contract specifies what the callee expects and what the caller can expect, for example, about what inputs will be passed to a method or what conditions that a particular class or method should always satisfy. DbC tools usually require the developer to incorporate contract information into comment tags, then to instrument the code with a special compiler to create assertion-like expressions out of the contract keywords. When the instrumented code is run, contract violations are typically sent to a monitor or logged to a file. The degree of program interference varies. The developer can often choose a range of monitoring options, including:

1. Non-intrusive monitoring by which problems are reported, but execution is not affected;
2. Throwing an exception when a contract is violated;
3. Performance of user-defined action in response to a contract violation.

DbC can enforce security boundaries by ensuring that a software program never accepts inputs known to lead to security problems, or never enters a state known to compromise security. The developer can start creating an infrastructure that provides these safeguards by performing unit testing to determine which inputs and conditions would make the software...
program vulnerable to security breaches, then write contracts that explicitly forbid these inputs and conditions. The developer then configures program so that whenever the conditions specified in the contract are not satisfied, the code fires an exception and the requested action (for example, a method invocation) is not allowed to occur. When this infrastructure is developed after thorough unit testing, it provides a very effective last layer of defense.

An example of a design contract is:

- Each component has preconditions which must be satisfied by the caller.
- One such precondition is: “All data delivered to the called function must be successfully validated before it is used by that called function.”
- The intent of this precondition is to allow the called function to forego input validation because it trusts that the input it receives has already been validated.

For a design contract to be enforceable, the assumption on which it is based must hold throughout the component’s lifecycle.

Replacement of components (with substitutes or newer versions) is a point at which such a contract is likely to be violated. For this reason:

- Change management must guarantee that all changes of the contract are inherited to all contracts with dependent modules.
- The validating function must “know” what is considered unacceptable input is for all subsequent callable functions.
- New calling functions may need to be changed to incorporate input validation for downstream callable functions.

There are potential pitfalls with this approach, the most obvious being the difficulty in assuring the enforcement of a design contract over time, particularly in a component-based system. Furthermore such contract relationships between functionally unrelated modules are undesirable because they make it difficult (if not impossible) to decouple the components.

Tools supporting use of DbC are now available. These are included among the Suggested Resources below.
SUGGESTED RESOURCES

APPENDIX D: SECURITY CHECKLIST EXCERPTS

The Internet Security Alliance and U.S. Cyber Consequences Unit Cyber-Security Checklist\textsuperscript{61} categorizes its entries by what it terms “areas” and “avenues”. There are a number of avenues within three areas that provide checklist entries that are relevant for software (as contrasted with system) security testing, and secure SDLC process verification. These checklist entries have been captured in Table D-1 below.

The software assurance-relevant excerpts from the recent revision of the World Bank’s Technology Risk Checklist\textsuperscript{62} may provide useful in the SDLC phase and activity indicated. These appear in Table D-2 below.

\textit{Table D-1. Secure SDLC-relevant sections of the U.S. Cyber Consequences Unit Cyber-Security Checklist}

<table>
<thead>
<tr>
<th>Area</th>
<th>Avenue</th>
<th>Subheading(s)</th>
<th>Applicability to secure software development</th>
</tr>
</thead>
<tbody>
<tr>
<td>Two: Software Access Vulnerabilities</td>
<td>5: Application Privileges</td>
<td>Customizing of Privileges; General Control of Privileges</td>
<td>Useful in defining secure configuration parameters and in performing deployment-time verification of secure environment configuration</td>
</tr>
<tr>
<td></td>
<td>6: Input Validation</td>
<td></td>
<td>Usefull in input validation design and implementation, and unit- and system-level test scenarios to verify correctness and effectiveness of input validation</td>
</tr>
<tr>
<td></td>
<td>7: Appropriate Behavior Patterns</td>
<td></td>
<td>Usefull in design and implementation of error and exception handling, and in development of penetration test scenarios</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Security Features to Build into New Software</td>
<td>Useful in specifying functional security requirements and designing software’s security functionality</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Security Testing of New Software</td>
<td>Useful in developing security test plans for software</td>
</tr>
</tbody>
</table>


<table>
<thead>
<tr>
<th>Checklist Section</th>
<th>Useful in</th>
<th>Specific checks</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Patch Management</strong></td>
<td>Post-Deployment Phase, Patch Generation and Issuance</td>
<td>When applying a patch to any system vulnerability, do you have a process for verifying the integrity, and testing the proper functioning of the patch?</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Have you verified that the patch will not negatively affect or alter other system configurations?</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Are patches tested on test beds before being released into the network?</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Do you make a backup of your system before applying patches?</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Do you conduct another vulnerability test after you apply a patch?</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Do you keep a log file of any system changes and updates?</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Are patches prioritized?</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Do you disseminate patch update information throughout organization’s local systems administrators?</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Do you add timetables to patch potential vulnerabilities?</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Are external partners required to patch all non-critical patches within 30 days?</td>
</tr>
<tr>
<td><strong>Patch Management (continued)</strong></td>
<td>Post-Deployment Phase, Patch Generation and Issuance (continued)</td>
<td>Are external partners required to patch critical patches to servers and clients within 48 hours?</td>
</tr>
<tr>
<td>Checklist Section</td>
<td>Useful in</td>
<td>Specific checks</td>
</tr>
<tr>
<td>---------------------------</td>
<td>---------------------------------------------------------------------------</td>
<td>---------------------------------------------------------------------------------------------------------------------------------------------</td>
</tr>
<tr>
<td>VI. Active Content Filtering</td>
<td>Implementation Phase, Development of Input Validation Logic</td>
<td>Is your system configured to filter (examine content) hostile ActiveX?</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Is your system configured to filter JavaScript?</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Is your system configured to filter Remote Procedure Calls (RPCs)?</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Is your system configured to filter Perimeter-Based Security?</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Is your system configured to filter Berkeley Internet Name Domain?</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Is your system configured to filter Simple Network Management Protocol?</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Is your system configured to filter the Java Virtual Machine vulnerability?</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Does your organization have a standard desktop configuration and software standards?</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Do you employ enterprise level desktop configuration management?</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Do you filter all .exe, .zip, and .doc attachments?</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Do you implement XML filtering and layered security?</td>
</tr>
<tr>
<td>B. Active Content Filtering</td>
<td>Implementation Phase, Development of Input Validation Logic</td>
<td>Does your system filter the following Simple Network Management Protocol? If so, have you turned off RPC?</td>
</tr>
<tr>
<td>Web Application Security</td>
<td>Distribution/Deployment Phase, Defining Secure Configuration; Testing Phase, Post-Deployment Security Test Planning and Testing</td>
<td>Do you check the lengths of all input? If greater than the maximum length, do you stop processing and return as failure?</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Do you allow source packets coming from outside to have internal IP addresses. Conversely, do not allow inside packets to go out that do not have valid internal IP source addresses.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Are user names and passwords sent in plaintext over an insecure channel?</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Do you restrict user access to system-level resources?</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Do you limit session lifetimes?</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Do you encrypt sensitive cookie states?</td>
</tr>
<tr>
<td>Checklist Section</td>
<td>Useful in</td>
<td>Specific checks</td>
</tr>
<tr>
<td>-------------------</td>
<td>-----------</td>
<td>-----------------</td>
</tr>
</tbody>
</table>
| X. Vulnerability and Penetration Testing | Testing Phase, System and Post-Deployment Security Penetration Test and Vulnerability Assessment Planning and Testing; Sustainment Phase: Ongoing Vulnerability Assessments | Are vulnerability tests conducted on a quarterly basis?  
Are penetration tests conducted on a bi-annual basis?  
If they are conducted do they address the following:  
(a) Describing threats in terms of who, how and when;  
(b) Establishing into which threat class a threat falls;  
(c) Determining the consequences on the business operations should a threat be successful;  
(d) Assessing the impact of the consequences as less serious, serious or exceptionally grave injury;  
(e) Assigning an exposure rating to each threat, in terms of the relative severity to the business prioritization of the impacts according to the exposure rating.  
Do penetration tests assess both the external and insider threat?  
Do your tests include performing a network survey, port scan, application and code review, router, firewall, intrusion detection system, trusted system, and password cracking?  
Do you employ network sniffer to evaluate network protocols along with the source and destination of various protocols for stealth port scanning and hacking activity?  
Are penetration tests conducted upon hosting provider systems and existing partner systems before connecting them to the organization’s network?  
Are vulnerability/penetration testing results shared with all appropriate security and network administrators?  
Do your penetration tests encompass social engineering?  
Are the results acted upon?  
Is there a timetable for acting upon the above results? |